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This paper introduces a synthesis of an algorithm for estimating the parameters of
a communication channel based on the observed M-QAM signal with a known infor-
mation sequence. The proposed algorithm leverages the method of moments,
expressed in the form of the Tikhonov A.N. functional, which allows for the efficient
estimation of various channel parameters. These parameters include the ampli-
tude, phase, and frequency shift of the received signal. The phase noise is also incor-
porated into the phase model to provide a more accurate reflection of real-world
channel conditions. The estimation process was carried out under conditions of
additive white Gaussian noise (AWGN), as well as in scenarios where the noise fol-
lowed a lognormal probability distribution. The phase was assumed to follow a uni-
form distribution. To evaluate the performance of the proposed algorithm, a com-
putational experiment was conducted, focusing on the accuracy of parameter esti-
mation for a 64-QAM signal. The results obtained using this method were com-
pared with those achieved through advanced Kalman filtering, a well-known
approach for parameter estimation in communication systems. Additionally, a
rough analysis of the computational complexity of the algorithms was performed,
comparing the method of moments to recursive nonlinear filtering algorithms.
Experimental curves depicting the interference immunity of 64-QAM signal recep-
tion were obtained using both the synthesized algorithm and the advanced Kalman
filtering method. These results provide valuable insights into the effectiveness and
practical feasibility of the proposed approach for parameter estimation in commu-
nication channels, particularly in noisy environments. To further validate the
robustness of the proposed algorithm, different noise levels and channel conditions
were tested in the simulations. This allowed for a comprehensive assessment of the
algorithm's adaptability and accuracy under varying signal-to-noise ratios (SNR),
ensuring its applicability across a wide range of practical communication scenarios.
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Introduction

The problem of the estimation signal parameters is actual be-
cause it allows to implement quasicoherent signal reception the
interference-immunity which is higher than a noncoherent recep-
tion. The accuracy of the estimation effects on an error probability
of an information symbol reception. Especially, it occurs in the
case of a multiposition signals reception such as 64, 256, 1024-
QAM which are used for increasing the transmission speed. The
problem of a definition of unknown communication channel pa-
rameters with AWGN is well researched especially in systems
with one receive and one transmission antennas (SISO). A more
complicated case is a reception with nongaussian interfering noise
[1-4]. An additive signal processing is often used [5-7] or are ap-
plied algorithms which are effective in cases prior uncertainty in
respect of laws of noise distribution [8-11]. In the first case a com-
putational complexity of procedures may be high, in the second
case a low accuracy of unknown parameters can be obtained due
to an absence of priory data [8-10].

This paper proposes the signal reception with interference
noise with lognormal amplitude and uniform phase distribution
which is dominating over AWGN. For example, industrial and at-
mospheric interference belong to this interference effect [12-14,
21-26]. The density of probability distribution of this interference
noise is described by a complex integral expression. The additive
mixture of AWGN and interference effect is more complicated
and includes integral expression which does not have analytical
solution. This makes it difficult to use optimal approaches, such
as a maximum likelihood method or minimum mean squared error
(MSE) for estimation of the signal parameters of communication
channel. To simplify the algorithm was used prior information of
expectation value and its median. It allows to use the method of
moments for solving the problem. This trade-off between compu-
tational efficiency and estimation accuracy is a critical considera-
tion in the design of robust communication systems.

In more advanced systems, such as multiple-input multiple-out-
put (MIMO) configurations, where multiple antennas are used for
transmission and reception, the estimation problem becomes even
more challenging due to the increased number of parameters and the
potential for more complex noise and interference environments.
Therefore, the development of efficient algorithms capable of han-
dling nongaussian noise with low computational complexity re-
mains a key research area in modern communication systems.

Formulation of the problem. In this article are observed

quadratures ) .,) M-position signal quadrature amplitude

modulation (M-QAM) with the mixture of AWGN and an inter-
ference noise with a lognoramal amplitude distribution and a uni-
form phase distribution:

Y, =®,(0,)+y, - (1)

where Y, = (ym_ ysi)r’ 0, = (A7 Af, (pl_)T — vector of un-

known signal parameters, components of which are amplitude 4,

frequency shift Af, and phase @, of the signal correspondingly,

D,(0,)= (hci(G)i)Ii —h,(©,)J; h,(©)]+h, (G)i)Ji)T

— vector-function which is described quadrature components of
the  M-QAM  signal, h,(0,)=A4 cosQrATi+@,),

o

h,(©,) = A sin(2zAf,Ti + ¢,) —multipliers of the communica-
tion channel which are changing over time and dependent on the
unknown vector of parameters @,, 7 — duration information and

test symbol 7,,J,, y, = ( V. ysi)Tis interference effect’s vector

of quadratures, V= 7701' + /uci; Vei = nsi + Hgi> Heis Hg; — compo-

nents of AWGN with zero mathematical expectation and variance
2\ 2y 2 _

E(u,)=E(u;)= O Ml quadrature components of the

interference effect, E,)=E1,)=0, E(7)=EG)= 0.; :l 20,

2

Vv, o’ are lognormal function’s parameters of the probability
1 1 _ N 2N\ 2N\ _

density function, f(y,)=E(y,)=0; E(y;)=E(y;)=0, =0, +0,,

E () is expectation operator, «T% is transposition operator.

Required by the testing sequence in the form of M-QAM sig-
nal by observing the signal Y, i=1,...,m, obtain an estimation
of the channel multipliers /_(@.), 4.(0.).

Solving the problem. Obtaining an estimation parameter of a
signal is related to search an estimation the vector
(0] :( AN ¢ )Tof unknown signal parameters. It proceeding
using known moments of the interference signal [15]. In this paper

the sample mean and median is used as a moment. The synthesiz-
ing of the communication channel multipliers h,(©,), h,(0,)

estimation algorithm is carried out under the condition of strong
dominance of the interference signal over the Gaussian noise or in
its absence.

Using the model (1) form a random value g, which is the am-

plitude of the interference signal with the lognormal distribution

0_2

and the mathematical expectation E(q,)= ev+7 :
0=y, -®®)|=
=0 =1, @) +h,(©))) +(v, ~h, @), ~,O)) =S(®)

where h(©,)= A4 cosCmNfTi+p)> hy(0,)=A4sin2zNTi+e,)
T — test and information symbols [ ,J, duration of the M-QAM

signal, 7 is discrete time. We find the sample average of d and
equate it to mathematical expectation E(q,). The result model:

2

&Ly 50, @
m i

Next, we recursively solve the nonlinear equation (2) of the
relative unknown vector @ using the theory of recursive nonlin-
ear Stratanovich filtering. We suppose that the amplitude and the
frequency shift are slowly changing during time processes, and
@, =@+, , where £ is phase noise. Then, only the invariable

component ¢ will be estimated. Accounting (2), we write model
2

©,=0, +&.me * =5(0)+é, (3)

where 5(0)) = i 5.(0,) €, is noise of dynamic system with
i=1

EE)=0,,, E(glng) = G§I3x3’ O-é -0, I, is unity matrix
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with size 3x 3, & is error, E(g)=0, E(glz) = 05 , parameters
v, o*are known, [ is the number of iteration. The nonlinear equa-
tion from the model (3) are linearized relative to the variable @,

using Taylor series with first approximation at the point [0) i
$©)~5(0,)+S(0,)0,-0,)=d,_,+d,,,0, 4

where S’((:)H) —fir -order derivative of S() at the point (:)

-1’

d_,=50,,)-5(0,)0,,

., =5©,)=(54,) SBL) S @)

b
1x3

14 S _YiTBipi ot ;11—1 (Ii2 + Jiz)
S(Az—l)zz ’S ((:) )
i=1 i -1

oy N _YiTBipi - +;1— (Iiz +Ji2)
S(Al_l)zz -1 1-1 s
i=1

5.,
- &Y Cp,
S'(A_)ZA_ i i i,l-1
D 1 1; 5@,
Y'Cp,, i

S'(Af,)=2xT.A,_ v L St
f} 1 1 1; S-(G)l_l)

cos(2zAf, T.i+ @,

Piii=| | - _
- sin(2zAf, \T.i+ @,

We write Tickhonov regularization to get estimations (:)1
[18-20] using formulas (3, 4):

R 2
(me : —d _d1—1,1®1] ,

tlo.-e.,

_ _ Ly
F©,0,,.,0,)=

2

-1
1 O-g R;

I

where R = E((@ )= o) (0, — o) 1—1)T ) is covariance matrix of

extrapolation errors, 0-52 is the error variance including the esti-
mation error of the mathematical expectation with the sample
mean and the error of Taylor approximation. We observe the esti-
mation @, with the criterion. As the result, we get the expres-

sions:

O'Z

0,=0, +K,|me 2 -85@,,) |, 1=1..,, O

where K, = Rlle—I,I (d1—1,1R1d1T—1,1 + O'gz )—1’ R, =G, + O'gzlzxy
G ~R,-Kd R,

initial conditions
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G,=01,,, 0, :(;10 Af, (BO)T =(1 0 ())Tis from a
priory information, G, = E((®1 —(:),)(G), - (:)l)T) is the covar-

iance matrix of estimation errors.
As an alternative in the algorithm (5) £(a,) could be replaced

by the median of a lognormal distribution med = e”, because the
median is tolerant to abnormal deviations in the sample of the ob-
served process. Then we get the following expression for estima-
tions:

0,=0,,+K,(me’ =S(®,,)), [=1,...L, (6)

One of the main advantages of algorithms (5) and (6) is their
ability to utilize prior information about the distribution of the am-
plitude of the additive noise. This is a significant benefit because,
in real-world conditions, signals are often affected by complex,
non-Gaussian noise, for which standard methods may be less ef-
fective. If the noise distribution is known, these algorithms can
adapt and more accurately account for the specific characteristics
of the noise, leading to improved accuracy in estimating channel
parameters.

This is particularly useful when the noise has a complex or im-
pulsive nature, and its distribution differs from the Gaussian
model. Taking into account prior information about the noise dis-
tribution allows the algorithms to estimate the communication
channel parameters more precisely. More accurate parameter esti-
mation reduces the probability of errors in information reception,
which is especially important in high-order modulation schemes
like 64-QAM or 256-QAM, where even small errors in parameter
estimation can significantly degrade system performance.

One of the significant drawbacks is that signal processing is
performed using the entire sample of the observed process. This
means that in order to obtain an estimate of the unknown parame-
ters, the full data sample must be accumulated before calculations
can begin. This approach leads to increased latency in parameter
estimation since the computation can only be performed after the
entire signal sample has been collected. As a result, the time re-
quired to obtain parameter estimates becomes directly dependent
on the duration of the test signal, limiting the application of such
algorithms in real-time systems with strict speed requirements. An
additional problem arises from the computational load associated
with processing the data using algorithms (5) and (6).

Computational experiment. The computational simulation of
algorithms (5), (6) is conducted using the following data: the test
sequence is 64-QAM; TC = (.25us; sampling time is equal to the

size T of test symbol [, J ; the signal amplitude 4 = 3, the sig-

nal phase including phase noise is defined by following expression
0 =0, + bogi + blgl__l, where & is white Gaussian noise with

zero mathematical expectation and the variance 0-82 » by, b, are co-

efficients of the first-order moving average model and values are
O'j =3.10", b, =1, b, =—0.1 thus providing for MSE of phase

noise is equal to one degree; 9, is the initial random phase which
is distributed uniformly in the range [-7[ 71-], the variance of

dynamic system noise in the model (3) o—g =0, gﬁ =1072; the
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number of implementations N =100. Parameters of the lognor-
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. . . . E 100 200 300 400 50 600 700 800
L, =5000 MSE of the estimation using algorithms (5), (6), am-
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. . Fig. 2. The dependence of experimental MSE of 64-QAM signal
Figure 2 illustrates the method of moments based on the me- & penc ! eXperime . Q £
dian allows to reach higher accuracy of the signal parameters es parameters estimation on its size using recursive algorithms (5, 6)
. . euracy of with Af =500 Hz.: [, =10000 (a); L, =5000 (b); L, =1000 (¢);

timation than the method which is using the mean value, espe- @
L,=500
0

cially with small samples of the observed process.

The comparison of the algorithm (6) based on the method of
moments (median) with the advanced Kalman filter is given below:
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0,=0,, +K,(Y,-®,0,)),i=12,,m R
K= PiDﬁ(DIiPiDi’ +Q), P=I_+B, I'=P-KD,P,
where 1"1, = E(@i — (:)i)(G)i - (:)l,)T is the filtration error covaria-
. R " - ~ ~ T
tion matrix, initial conditions: 0,= ( 4, A, %) _ (1 0 O)T,
T 0= O-;IM. Where Dn = (I)!(@)H) if derivative of the vector-
function @ (-) from the observed equation (1) at the point
2
R R Nz o, 0 0
0. = (Ai—l Afi, q’H) "B=| 0 O'gAf 0
0 0

2
O
2 2 _1n-5 2 —4 2

0, =0, =107,0,,=3-107, Q=0,1,,-

In the end of the algorithm (7) we made recalculating estima-
tions of the frequency shift and the phase as follows:

e

4
where
y?k 27T .k 1
_ Vi 27T (k+1) 1 ’
V=l > T : :
l/7m (m—k+1)x1 2ﬂ.TC (m + 1) 1 (m—k+1)x2

'/7i = Z”Af?iTci +o, i=k,k+1,...,m. The initial time moment is
k =40 in the algorithm (8). The procedure (8) was conducted due
to uncertainties of the equations system (1) with a view in further
realize quasicoherent signal reception. Values of MSEs of the 64-
QAM signal parameters estimation using algorithms (6) and (7),
(8) are shown in the Table 1.

Table 1

MSE estimation of the 64-QAM signal’s amplitude, phase and
frequency shift using algorithms (6) and (7, 8) with the ration
signal / (noise + interference effect) ¢, =15dB/bit

Method

m=300

Advanced
Kalman filter
with recalculating
estimations (7, 8)
Method of mo-
ments (median)
(6), L, =5000
m=900

Advanced
Kalman filter
with recalculating
estimations (7, 8)
Method of mo-
ments (median)

(6), L, =5000

MSE, MSE,deg | MSE,, - Hz

1.7-1072 0.5 28.19

0.24 15.34

1.8-107

0.25 4.99

1.5-107

0.12 2.56

5.6-10°
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Table 1 demonstrates that the accuracy of estimating signal pa-
rameters using the method of moments is superior compared to the
advanced Kalman filter. The MSE of phase estimation and fre-
quency shift, when applying algorithms (7) and (8), is approxi-
mately twice as large as the MSE obtained when using procedures
defined by algorithm (6). This indicates a noticeable performance
difference in favor of the method of moments.

Figure 3 presents the experimental noise immunity curves for
64-QAM signal reception in the presence of both additive white
Gaussian noise (AWGN) and interference. The interference is
modeled with a lognormal amplitude distribution and a uniform
phase distribution. The figure compares the results using algo-
rithms (6) and (7, 8) testing sequence size m =500 in terms of
the number of symbols. The curves show how the performance of
the signal reception varies under these noise conditions, highlight-
ing the robustness of the algorithms under various interference
scenarios.

10°

—
— 2
——3
Q
10 B
= =9
. I ) : ]
0 5 10 15 20 25 30 35
q
a)
10° T T
—_—1
——2 :
-3
a
107 ]
. |
1] 5 10 15 20 25 30 35
q
b)

Fig. 3. The experimental error per symbol dependency of the SNR per bit
qy when receiving a 64-QAM signal using different algorithms of signal

parameters estimation: values of parameters are known except for phase
noise — 1; a: m = 500, n = 3000, the method of moments (median) (6),
L,=1000 - 2; the method of the nonlinear filtering (7, 8) — 3;

6: m=500,n=4500, the method of moments (median) (6),
L,=1000 — 2, the method of the nonlinear filtering (7, 8) — 3, method
of moments (6), L, =5000 - 4,

The Figure 3 provides data about using the advanced Kalman
filter and using the method of moments for the communication
channel parameters estimation give similar results when

m =500, =3000 (£ =6)-
m
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The case with 5, — 4500 (ﬁ = 9),which corresponds to an in-
m

crease in the size of information signal to 50%, energy payoft of
algorithm (6) over (7), (8) is from 0.5 to 4 dB/bit with the size of
procedure iterations (6), based on the method of moments,
L,=1000 and to 6 dB/bit with [ =5000 with SNR

5-22 dB/bit.
Computational complexity. The analyze the number of arith-
metic operations /V op for algorithms (6) and (7), (8) is shown in

Table 2.
Table 2

Computational complexity of communication channel signal
parameters estimation algorithms based on the recursive
nonlinear filtering and on the method of moments

Algorithm N op

Advanced Kalman filter (7) 150m
Recalculating estimations (8) lé6m—16k+27
Method of moments (6) (62m +45)L,

The complexity of procedures (6) depends on the number of

iterations Lo' For large values Lo N 0P(6) >N OPIN®)"

The method of moments relies heavily on iterative calcula-
tions. Its computational complexity is directly proportional to the
number of iterations required for convergence. Each iteration in-
volves performing several arithmetic operations based on the size
of the input data and the structure of the algorithm. As the number
of iterations increases, the overall computational complexity
grows significantly. Therefore, in scenarios where a large number
of iterations are required to reach an acceptable level of accuracy,
the computational complexity of the method of moments can be-
come substantially higher. In fact, when the iteration count be-
comes large, the method of moments can surpass the Kalman filter
in terms of computational cost.

On the other hand, the advanced Kalman filter has a computa-
tional complexity that depends primarily on the size of the sample,
specifically the number of data points or observations used. Unlike
the method of moments, the Kalman filter does not involve itera-
tive steps that affect its overall complexity in the same way. In-
stead, its complexity is mainly driven by matrix operations such
as multiplication, inversion, and updates, which are performed at
each time step. These operations depend on the dimensions of the
state vector and the observation matrix but are relatively fixed per
time step, making the computational load predictable and bounded
by the sample size.

Conclusion

1) The application of the median in the method of moments
yields a lower MSE in the estimation of communication channel
signal parameters compared to using the mean value. This is due
to the fact that the median is less sensitive to outliers in the random
process, which is a critical advantage in scenarios where noise or
other unexpected fluctuations might distort the signal. While the
difference in estimation accuracy between the median and mean
decreases as the number of signal samples increases, the median
still tends to provide a more robust estimation, particularly in en-
vironments with significant noise or nongaussian interference.

o

This highlights the importance of considering robust statistical
techniques in the presence of non-ideal conditions that can affect
parameter estimation in real-world communication channels.

2) The computational experiment demonstrates that the
method of moments, particularly in estimating the phase and fre-
quency shift of a 64-QAM signal, achieves an accuracy that is ap-
proximately 2 times higher than that of the advanced Kalman filter
which leads to power payoff from 0.5 to 6 dB/bit. This improve-
ment in estimation precision can directly impact system perfor-
mance, reducing error rates and enhancing the overall reliability
of signal reception.

3) The disadvantage of the method of moments is its complex-
ity. This higher accuracy comes at the cost of increased computa-
tional power, as the method of moments requires more complex
processing compared to the Kalman filter. This trade-off between
accuracy and computational efficiency should be carefully consid-
ered when implementing these algorithms in practical systems,
particularly in scenarios with limited processing resources or
where real-time operation is required.

The computational complexity of method of moments grows
with the number of iterations. For a small number of iterations, the
method may be efficient, but as the iteration count increases, the
complexity can surpass that of the Kalman filter, especially in
high-precision scenarios. Kalman filter’s computational complex-
ity is determined primarily by the sample size and remains rela-
tively stable since it does not depend on the number of iterations.
The cost is governed by matrix operations, which scale based on
the size of the state vector and the observation model.

One potential area for future research is the development of
hybrid estimation algorithms that combine the strengths of both
the method of moments and Kalman filtering. Such an approach
could utilize the method of moments for initial coarse estimation
or in scenarios with high noise levels, followed by Kalman filter-
ing for fine-tuning the results in a computationally efficient man-
ner. This could help to mitigate the disadvantages of each method
when used alone, offering a balanced solution that combines ac-
curacy and efficiency.
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AHHOTauusa

B cratbe mpeAcTaBnieH CMHTE3 anropuTMa OLEHKWM MapaMeTpoB KaHajia CBA3M Ha ocHoBe Habniogaemoro curHana M-QAM c usBecTHow
MH(OPMALMOHHON MocneAoBaTenbHOCTbI0. [pefnaraeMblii anropuTM WUCMOMb3YeT METOA MOMEHTOB, BbIPRXKEHHbIM B BuAE ¢yHKLMOHanNa
TuxoHoBa A.H., KoTopebliii nossonaeT 3¢pPeKTUBHO OLieHMBaTb pas/iMyHbIe MapaMeTpbl KaHasa. DTU MapaMeTpbl BKIOYAOT aMmauTyay, dasy u
CABUI YaCTOTbl NMPUHATOrO curHana. Pas3oBbIi LWyM TakxKe BKIOYEH B ¢a3oByto MoAenb AnA obecrnieyeHns 6osee TOYHOrO OTPaXKEHWA peasibHbIX
ycnoswit kaHana. Mpouecc oueHKW NpoBOAMNCA B YCNOBUsAX aaauTMBHOrO Genoro rayccosckoro wyMa (AWGN), a Takxke B CLieHapuax, r4e LwyM
CnefoBas JIOTHOPMasIbHOMY pacrpeAeneHutio BepositHocTen. [pegnonaranocs, 4To ¢asa cieayet paBHOMEPHOMY pacnpeAeneHuto. [nis oueHku
NPOU3BOAUTENLHOCTU MPEAJIAraeMoro anroputMa Gbil MPOBEAEH BbIYUCIUTESNbHBLIA 3KCMEPUMEHT, COCPEAOTOYEHHbIM HA TOYHOCTU OLIEHKU
napaMeTpoB Asa curHana 64-QAM. PesynbTaTbl, Nofy4YeHHbIE C UCMOMb3OBaHUEM 3TOFO METOAQ, CPABHUBANUCH C Pe3ynbTaTaMu, AOCTUIHYTbIMU C
NMoMoLLBIO paclumMpeHHolt ¢unbtpauun KanmaHa, M3BecTHOro mojaxoja K OLeHKe mapaMeTpoB B cucTeMax cBAsW. BeinonHeH rpy6eit aHanus
BbIMUC/IUTENbHOM CNOXHOCTU aNIFTOPUTMOB, CPaBHWBAIOLYMIA METOA MOMEHTOB C PEKYPCUBHbIMU HENMHENHbIMU aNropuTMamu GubTpaLmm.
DKcnepuMeHTanbHble KpuBble, OTOBpaXatoLMe MOMEXOYCTOMYMBOCTL npueMa curHana 64-QAM, Gbiny monyyeHbl C WUCMOMb3OBAaHMEM Kak
CUHTE3MPOBAaHHOTO aNrOPUTMA, TaK WU YCOBEPLUEHCTBOBAHHOIO MeToga dunbtpaumm Kanmana. DTu pesynbTathl AatoT LeHHyto MHpopMauymto ob
3¢ HEKTUBHOCTU M MPAKTUHECKON OCYLLECTBUMOCTU MPEeAJiaraeMoro MoAxoAa K OLEHKe MapaMeTpoB B KaHanax CBA3M, OCOBGEHHO B LUYMHbIX
cpegdax. [na panbHenlero noATBEpXKAEHUA HALEXKHOCTW MPeAsaraeMoro anroputMa B MOAENMPOBAHWM GbiM MPOTECTUPOBaHbI PasiyHble
YPOBHM LUyMa M YC/IOBUA KaHana. 3710 nossonuno NpoOBeCTU KOMMNIEKCHYIO OLEeHKYy aAanTUBHOCTUM U TOYHOCTU aNroOpuTMa Mnpu pasnmnyHbIX
oTHoweHuax curHan/wym (SNR), 4To rapaHTUpyeT ero NpYMeHUMOCTb B LUMPOKOM AMana3oHe MpakTUYECKUX CLEeHapueB CBA3N.
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Kntoqeeble cnoea: Memod mMomMeHmMo8, pacluupeHHbIli Memod HaumeHbwux keadpamos (LMS), pacwuperHas punbmpauus KanmaHa, oueHka
napamempos kaHana ceasu, AWGN, nozHopmanbHeili wyM, cuzHan M-QAM.
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