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Methodology for a comprehensive assessment of the
quality of telecommunication services of transport net-
works using SDN/NFV technology has been developed.
The current state and development trends of communi-
cation networks have shown that the potential for growth
in productivity and bandwidth of networks based on tra-
ditional technologies is practically exhausted. These prob-
lems can be solved by the technology of software-defined
networks and virtualization of network functions (here-
inafter SDN/NFV). This methodology can be the basis for
selecting the structure and number of SDN controllers
and their optimal location in the communication network
based on SDN/NFV, calculating reliability indicators,
obtaining loss probabilities of streams and control mes-
sages as well as time delays for processing streams in
SDN telecommunication equipment. Proposals on bal-
ancing the traffic load on SDN controllers of the commu-
nication network were also given.
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Introduction 

The current state and development trends of communication 
networks have shown that the potential for growth in productivity 
and bandwidth of networks based on traditional technologies is 
practically exhausted. These problems can be solved by the tech-
nology of software-defined networks and virtualization of net-
work functions (hereinafter SDN/NFV). 

In accordance with [1], SDN is a set of methods that allow 
programmatically managing network resources (for example, 
switches and routers of a data transmission network) and control-
ling their use (loading), which simplifies solving the problem of 
ensuring the efficient use of the transport network bandwidth and 
its scalability, helps to reduce operating costs by centralizing and 
automating management functions. SDN implements an open in-
terface for interaction between control and data transmission lev-
els, automated network administration. The use of SDN technol-
ogy provides an opportunity to relieve from the necessity of using 
many service protocols and fixes the only function of data transfer 
on the network equipment, which makes it possible to speed up 
routing and increase the convenience of configuring the network. 
The most important aspect of SDN is the presence of a logically 
centralized network management that provides a global view of 
the topology and state of the managed network at both the L2 and 
L3 levels. 

To ensure the required level of telecommunication service qual-
ity in the SDN / NFV design process as well as to predict the prob-
ability of flow failures, the overflow of addressing tables in SDN 
switches, event logs on the SDN controller and data counters, it is 
necessary to comprehensively assess the quality of telecommunica-
tion services under the conditions of information impact. 

Thus, the development of a methodology for a comprehensive 
assessment of the quality of telecommunication services of 
transport networks using SDN / NFV technology is required. 

Architecture of software-defined networks 

The SDN/ NFV technology is a set of methods that allow pro-
grammatically managing network resources and controlling their 
use (loading), which simplifies solving the problem of ensuring 
the efficient use of the communication network bandwidth and its 
scalability, helps to reduce operating costs by centralizing and au-
tomating management functions. There are 3 layers in SDN archi-
tecture (Fig. 1): network infrastructure layer, control layer and ap-
plication layer. SDN provides for the presence of an SDN control-
ler in the network, which provides applications with an abstract 
representation of network resources and provides orchestration 
(coordination) of the network resources management. With this 
approach, the controller has access to the global state of the net-
work and decides to forward network traffic, while the hardware 
is only responsible for actual forwarding of information to their 
destinations in accordance with the controller's instructions (sets 
of packet processing rules). 

Thus, the control function of the switches is transferred to a 
separate central device - SDN controller. This approach allows 
managing and monitoring the state of the network on a logically 
centralized controller. In addition, it becomes possible for the con-
trol layer to separate from the physical component by using a log-
ical representation of the network as a whole. Interaction between 
the data transfer layer is carried out through a single unified open 
interface. 

SDN leads the network architecture of transport networks to-
wards the possibility of using NFV, which provides for the trans-
fer of software network functions to cloud storage [4], while these 
functions are performed on servers (including virtual machines) in 
data centers. 

Fig. 1. SDN Architecture  

In accordance with the NFV reference architecture [4], a com-
plex of software and hardware for virtualization of network func-
tions can be represented in a simplified form as consisting of the 
following basic elements (Fig. 2): 

• Virtual Networking Functions;
• Network Function Virtualization Infrastructure;
• Management Software and Orchestration NFV.

Virtual networking functions (VNF(s))

Network Function Virtualization Infrastructure 
(NFVI)

Virtualization software

Hardware resources (networking 
equipment, computing resources, data 

storage)

Management software and orchestration NFV

Manager(s) of virtual network functions 
(VNF(s))

Network Function Virtualization 
Orchestrator (NFVO)

Virtual infrastructure managers (VIM(s))

Fig. 2. Simplified Network Function Virtualization  
Reference Architecture 

VNF(s) functions replace the functions that are performed by 
communication hardware in conventional communication net-
works that do not use virtualization. 

The NFVI infrastructure includes hardware and software re-
sources that provide an abstract representation of the hardware 
with virtualized functions. 
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Management Software and Orchestration NFV includes Net-
work Function Virtualization Orchestrator (NFVO), Manager(s) 
of Virtual Network Function (VNF(s)), Virtual Infrastructure 
Manager(s) (VIM(s)). NFVO Orchestrator provides coordinated 
virtual infrastructure operation. The VNF manager provides 
lifecycle management of virtual networking function. One man-
ager can manage a variety of virtual networking functions. The 
VIM manager provides management and control functions that al-
low the interaction between VNF functions and related hardware 
resources, including identifying hardware and software such as 
hypervisors, selecting virtual machines, reallocating resources be-
tween virtual machines, collecting information to provide fault 
and load monitoring capacities, etc. 

Taking into account the listed features of the functioning of 
SDN/NFV technologies, the following priority research areas can 
be identified. The development of a methodology for planning 
transport networks based on SDN / NFV technologies, the devel-
opment of a methodology for calculating the reliability and a re-
dundancy plan for transport networks based on SDN/NFV taking 
into account various types of failure (errors of service personnel, 
equipment failure, software errors, etc.). 

Methodology for a comprehensive assessment of the quality 
of telecommunication services of communication networks 

based on SDN/NFV technology 

As mentioned above, when building a communication network 
using SDN / NFV technologies, it is necessary to assess the quality 
of service indicators and the quality indicators of the network 
functioning. This must be done in order to select telecommunica-
tion network equipment to achieve the required level of the quality 
of telecommunication services. This purpose requires developing 
a methodology for a comprehensive assessment of the quality of 
telecommunications services in a communication network using 
the SDN/NFV technology. 

The methodology for a comprehensive assessment of the quality 
of telecommunications services of a communication network using 
the SDN / NFV technology can be divided into the following stages: 

Stage 1. Calculation of the required number of SDN control-
lers in the communication network to ensure the required quality 
of service and fault-tolerant operation. 

Stage 2. Finding the matrix of the shortest distances of the 
communication network using the SDN / NFV technology. 

Stage 3. Finding the SDN node numbers in which the controllers 
will be located, or a message about the impossibility of placing con-
trollers with input data due to the failure to perform fault tolerance. 

Stage 4. Determination of the primary and backup controller 
for each of the SDN switches. 

Stage 5. Determination of the SDN switch groups with the to-
tal load not exceeding the maximum performance of the SDN con-
trollers. 

Stage 6. Distribution of the received SDN switch groups 
among SDN controllers so that to bring the system into a state 
corresponding to the distribution into groups; it would take as few 
actions as possible. 

Stage 7. Calculation of SDN / NFV segment availability factors.  
Stage 8. Calculation of service quality indicators for switches 

and controllers of the communication network using the SDN / 
NFV technology.  

Stage 9. Checking the received placement of controllers on 
communication nodes, switch groups, quality of service indicators 

and SDN segment availability factors in accordance with the re-
quirements for them. 

The input data of the calculation method is a graph 𝐺 ൌ ሺ𝑆, 𝐸ሻ 
that describes communication networks using the SDN / NFV 
technology. 

௜

Here is |𝑆|  – the number of SDN switches in the network 
(numbered from 0 to |𝑆| െ 1), i.e. 𝑆 ൌ ሼ𝑆௜, 𝑖 ൌ 0, … , |𝑆| െ 1ሽ is a 
set of  SDN network switches (note that the switch is a network 
node in which, in addition to the SDN switch, an SDN controller 
can be located), 𝐸 ൌ ൛𝐸௜,௝: 𝐸௜,௝ ൌ ൫𝑆 , 𝑆௝൯ൟ is a set of connections 
between nodes (SDN switches) of the network, |𝐸|–a is the num-
ber of connections between the nodes of the network. Also the in-
put data is 𝐿 ൌ ൛𝑙௜,௝, 𝑖, 𝑗 ൌ 0, … , |𝑆| െ 1ൟ that is a set of lengths of 
the shortest paths in the graph between the nodes 𝑖 and 𝑗. The length 
of a path is defined as the sum of the connections between the nodes 
of the network included in this path. Also it is known that 𝐶 ൌ
ሼ𝑐௜, 𝑖 ൌ 0, … , |𝐶| െ 1ሽ is a set of SDN controllers, |𝐶| is the num-
ber of SDN controllers in the network, 𝐶௥௘௙ is the number of SDN 
controllers the failure of which will not prevent the communication 
network from being stable, 𝐷௜ ൌ ሼ𝑆௜, 𝑆௜ ∈ 𝑆ሽ  is a set of SDN 
switches included in the domain of the 𝑖  the SDN controller, 𝑆௠௔௫ 
is the maximum possible number of SDN switches in a controller 
segment, 𝑇௠௔௫ is the maximum possible delay between the control-
ler and the SDN switch of the same domain, parameter 𝜆ଶ of the 
input stream of information coming from external networks to SDN 
switches (the average number of incoming packets per second from 
external networks), a number of 𝑛 threading processor cores, the 
length 𝑀 input data buffer, 𝜇 –flow rate, a number 𝐿 of switching 
tables (addressing), 𝜎  stream processing speed by writing the 
switching (addressing) table, number of 𝑐 message processor cores, 
message buffer length 𝑟, message processing speed 𝛾. 

Calculation method: 
1. Determine the required number of SDN controllers in the

communication network to ensure fault-tolerant operation accord-
ing to the formula: 

|𝐶| ൒ ቜ
|𝑆|

𝑆௠௔௫
ቝ ൅ 𝐶௥௘௙, 

ሺ1ሻ 

where |𝑆| is the number of switches in the communication net-
work using the SDN / NFV technology (network nodes), 𝑆௠௔௫ is 
the maximum possible number of switches that can be controlled 
by one controller, 𝐶௥௘௙ is the number of SDN controllers, the fail-
ure of which should not prevent the communication network from 
being stable. In case of default of this condition, it is necessary to 
add additional controllers. 

2. Finding the matrix R of the shortest paths. The search for
the matrix of shortest paths is carried out using the Bellman-Ford 
algorithm. The input of this algorithm is the initial adjacency ma-
trix (describes all the interconnections of the nodes of this net-
work), at the output of the algorithm we obtain the shortest dis-
tances from each vertex of the graph (a network node) to any other. 

3. Based on the calculated matrix 𝑅 of shortest paths, with a
known number |𝐶| of controllers in the network, the maximum 
possible delay 𝑇௠௔௫ between the controller and the SDN switch of 
the same domain, the unlimited maximum possible number 𝑆௠௔௫ 
of SDN switches in the controller segment, determine the optimal 
placement of controllers on the SDN network nodes. Additional 
data are the number 𝐼𝑚𝑝 of attempts to accommodate, numbers 
𝑁௖௨௥ of nodes in which the controllers are located at this stage; the 
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numbers 𝑁௢௣௧௜ of network nodes in which the controllers are lo-
cated in the optimal variant; the number 𝑆рез of the SDN switch, 
which has the highest delay 𝑇  to the second closest controller 
among all SDN switches at this stage; 𝑁𝑁௖௨௥ ൌ ሾ𝑁𝑁௖௨௥ሾ1ሿ ൒
𝑁𝑁௖௨௥ሾ2ሿ ൒ ⋯ ൒ 𝑁𝑁௖௨௥ሾ|𝑆|ሿ being a set of ordered numbers of 
SDN switches, which have the greatest distances to the nearest 
controllers; 𝑁𝑁௢௣௧௜ that is similar to a set of 𝑁𝑁௖௨௥, but with opti-
mal placement 𝑁௢௣௧௜.; 𝐶௜ that is the closest controller to the switch 
𝑁𝑁௖௨௥ሾ𝑖ሿ. The following are the stages of the algorithm for calcu-
lating the placement of SDN controllers on the network nodes:  

3.1. SDN controllers are placed on the network nodes in a ran-
dom way. Then  𝑁௖௨௥ and  𝐼𝑚𝑝 ൌ 1 are calculated. It is necessary 
to find the number of the SDN switch which has the highest delay 
𝑇 to the second closest SDN controller among all switches.  

3.2. If 𝑇 ൑ 𝑇௠௔௫, then the current placement is fixed as opti-
mal 𝑁௢௣௧௜ ൌ 𝑁௖௨௥, and 𝑁𝑁௖௨௥ is calculated. If 𝑇 ൒ 𝑇௠௔௫, then the 
fault tolerance condition is violated. 

3.3. Compare 𝑁𝑁௖௨௥  and 𝑁𝑁௢௣௧௜ . If 𝑁𝑁௢௣௧௜ሾ𝑖ሿ ൒ 𝑁𝑁௖௨௥ሾ𝑖ሿ , 
for  ∀ 𝑖 ൌ 0, … , |𝑆|, then the current placement is fixed as optimal 
𝑁௢௣௧௜ ൌ 𝑁௖௨௥ . Otherwise, based on the matrix of the shortest 
paths, the controllers 𝐶௜  are moved as follows: 𝑁௢௣௧௜ሾ𝑖ሿ ൏
𝑁𝑁௖௨௥ሾ𝑖ሿ: one node closer to 𝑁𝑁௖௨௥ሾ𝑖ሿ. Then point 3.2 is carried 
out. The value 𝐼𝑚𝑝 is increased by 1. 

In this algorithm, the condition 𝑇 ൑ 𝑇௠௔௫ is necessary, since it 
provides fault tolerance. This algorithm can be completed, since in 
the first part of the algorithm (points 3.1 and 3.2) a possible solution 
is sought for no more than |𝑆| iterations (equal to the number of 
nodes in a given network), and in the second part (point 3.3) the 
algorithm works no more than |𝑆|. The output data of the algorithm 
will be the numbers of the network nodes in which the controllers 
will be located, or a message about the impossibility of placing con-
trollers with input data due to the failure to perform fault tolerance. 

4. Determine the main and backup controllers for each of the
|𝑆| switches of the communication network using the SDN / NFV 
technology. The input data of the algorithm will be a set of 𝑆 ൌ
ሼ𝑆௜, 𝑖 ൌ 0, … , |𝑆| െ 1ሽ  communication network switches using 
the SDN / NFV technology, a set of 𝐶 ൌ ሼ𝑐௜, 𝑖 ൌ 0, … , |𝐶| െ 1ሽ 
network controllers, a matrix 𝑅 of the shortest paths and the ob-
tained above placement of SDN controllers on the network nodes. 
It is necessary to go through the entire set of 𝑆 network switches 
using the shortest path matrix 𝑅 and determine the two closest (in 
delay 𝑇) controllers for each switch. The nearest of these control-
lers is defined as the main one for the given switch, the farthest 
one is the backup. 

5. Determine the optimal groups of switches, the total load of
which does not exceed the maximum performance of SDN con-
trollers. Let 𝑃௜ be the maximum performance (Packet-In packets 
per second) of the controller 𝑐௜ Suppose also that the average num-
ber 𝐼௜ of new flows per second arriving at the switch 𝑆௜ and the 
average number 𝐼௜௝ of flows per second between switches 𝑆௜ and 
𝑆௝ are given. It is necessary to split the graph 𝐺 ൌ ሺ𝑆, 𝐸ሻ into such 
connectivity groups so that the sum of the numbers in the nodes 
of each connectivity group does not exceed the controller 𝑃௜ per-
formance. Then the algorithm for determining the optimal group 
of switches will be as follows: 

5.1. Calculate 𝐼௜ ൅ 𝐼௜௝ at the nodes of each connectivity com-
ponent. If 𝐼௜ ൅ 𝐼௜௝ ൑ 𝑃௜, then the algorithm terminates. 

5.2. If 𝐼௜ ൅ 𝐼௜௝ ൐ 𝑃௜, it is necessary to 

5.2.1. create a new graph 𝑆 with vertices without connections: 
𝐺ଵ ൌ ሺ𝑆, 𝐸௡௘௪ ሻ. 

5.2.2. In the graph 𝐺, select the connection 𝐸௜௝ with the maximum 
𝐼௜௝, then delete it. Add to the graph 𝐺ଵ. The loads are recalculated at 
the nodes of the graph 𝐺. It turned out to be divided into groups. 

5.3. If 𝐼௜ ൅ 𝐼௜௝ ൑ 𝑃௜ is on each connected component of the new 
graph, the combination is successful. Contrariwise, if 𝐼௜ ൅ 𝐼௜௝ ൐ 𝑃௜ 
is on each connected component of the new graph, the combination 
is unsuccessful. The next (by load) edge of the graph 𝐺 is deleted. 

As a result of the algorithm, a set of optimal switch groups is 
allocated, the total load of which does not exceed the maximum 
performance of SDN controllers. 

6. Distribute the obtained optimal groups of SDN switches
among the controllers C in such a way that it would be required to 
perform as few actions as possible to bring the system into a state 
corresponding to the distribution into groups. To do this, SDN 
switch groups must be sorted in descending order of the number 
of loads in each switch group. The resulting sorted set of switch 
groups is compared with the current distribution of switches 
among SDN controllers (switches controlled by one controller are 
counted in one group). Based on the comparison of the two sets, 
we carry out switching (migration and switching of controller 
states) of switches to controllers only at the places where the two 
sets do not match. After completing these steps, a new distribution 
of switches among controllers is obtained. 

7. Check the calculated number of controllers and their optimal
location on the communication network for meeting the require-
ments: 

7.1. The number of switches in one segment of the SDN (a 
group of switches that is under the control of one controller) 
should not exceed the maximum possible number of switches in 
one segment (maximum controller performance); 

7.2. The lengths of all shortest paths in the SDN / NFV-based 
communication network graph should not exceed the maximum 
possible delay between the controller and the SDN switch of the 
same domain; 

7.3. It is necessary that for each switch of the communication 
network based on SDN / NFV a single controller is assigned the 
role of Master; 

7.4. The required number of |𝐶| controllers in the communica-
tion network based on SDN / NFV was determined from the con-
dition: 

|𝐶| ൒ ቜ
|𝑆|

𝑆௠௔௫
ቝ ൅ 𝐶௥௘௙, 

where |𝑆| is the number of SDN switches of the communication 
network (network nodes), 𝑆௠௔௫  is the maximum possible number 
of SDN switches that can be controlled by one controller, 𝐶௥௘௙ is 
the number of SDN controllers, in case of the failure of which the 
communication network must be stable; 

7.5. A selection of a set of indicators 𝑆௠௔௫, 𝑇௠௔௫, where 𝑆௠௔௫ 
is the maximum possible number of SDN switches that can be 
controlled by one controller (selection of controller performance 
from its technical documentation), 𝑇௠௔௫ is the maximum possible 
delay between the controller and the SDN switch of the same do-
main (depends on the quality of service presented to the elements 
of the communication network standardized in ITU standardiza-
tion sector recommendations). 

8. Calculation of availability factors of SDN segments. After
determining the primary and backup controllers of the SDN for 
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each switch of the SDN (see clause 4 of this methodology) and the 
distribution of switches into groups (segments) (see point 6 of this 
methodology), it is necessary to assess the reliability of these seg-
ments. The structural reliability and reliability of communication 
lines between the nodes of a given segment are calculated for each 
dedicated segment of the SDN. The structural reliability of the SDN 
segments will be characterized by the system availability factor us-
ing the SDN controller redundancy. The reliability of communica-
tion lines between nodes of the SDN segment will be characterized 
by the availability of the communication line 𝐾ோ௜௝. This requires: 

8.1. To calculate the average recovery time of lines between 
nodes based on the formula (2) 

𝑡̅ ൌ
𝑛ଵ ∙ 𝑡ଵ ൅ 𝑛ଶ ∙ 𝑡ଶ

𝑁
, 

ሺ2ሻ 

where 𝑛ଵ is the number of damages in couplings and terminal de-
vices; 𝑡ଵ is the average time of damage recovery in couplings and 
terminal devices, hour; 𝑛ଶ is the number of damage to the cable 
duct; 𝑡ଶ is the average recovery time for compensating the damage 
to cable ducts, hour; 𝑁 is a number of damage. 

8.2. To calculate the density of damage on the average length 
of the communication line between the nodes of one SDN segment 
based on the formula (3) 

𝑚ഥ ൌ
ത𝐿 𝑁∙
𝐿௜௝

, 
ሺ3ሻ 

where 𝐿ത is the average length of connecting lines in the SDN seg-
ment; 𝐿௜௝ is the duration (length) of the communication line be-
tween network nodes i and j, km. 

8.3. To calculate the availability of the communication line be-
tween nodes i and j based on the formula (4): 

𝐾ோ௜௝ ൌ
𝑇 െ 𝑚ഥ ∙ 𝑡̅

𝑇
, 

ሺ4ሻ 

Check the obtained reliability indicators for compliance with 
the relevant communication network standards. 

9. Calculation of service quality indicators for SDN telecom-
munications equipment. To do this, it is needed to use additional 
input data such as parameter 𝜆ଶ of the input flow of information 
coming from external networks to SDN switches (the number of 
incoming packets per second from external networks); the number 
𝑛 of cores of the stream generation processor; the length 𝑀 of the 
input data buffer; the stream 𝜇  generation rate; the number 𝐿  of 
switching (addressing) tables; the speed 𝜎 of processing the stream 
by writing the switching (addressing) table; the number 𝑐 of mes-
sage processor cores; the message 𝑟 of buffer length; the message 𝛾 
of processing speed. Further, based on the mathematical models of 
the functioning of the SDN switch and the SDN controller, built in 
[2], calculate the SDN service quality indicators. 

Conclusion 

This paper proposes and substantiates a methodology for a 
comprehensive assessment of the quality of telecommunication 
services of communication networks based on SDN/NFV, on the 
basis of which the structure and number of controllers and their 
optimal location in the communication network using the 
SDN/NFV technology can be selected, reliability indicators are 
calculated, probabilities are obtained for loss of streams and con-
trol messages, as well as time delays for processing streams in 
SDN telecommunication equipment. 
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Аннотация
Реализация концепции мировой экономики Российской Федерации сопровождается возрастанием объемов и расширением функциональных воз-
можностей предоставляемых сервисов, повышением требований к информационной безопасности, что, в свою очередь, влечет за собой услож-
нение механизмов управления систем и сетей связи. В связи с этим появилась необходимость отделения функции управления от функции переда-
чи данных телекоммуникационного оборудования, что является основой технологий SDN/NFV. В статье предложена методика комплексной оцен-
ки качества телекоммуникационных услуг транспортных сетей с применением технологий SDN/NFV. Для достижения поставленной цели прове-
ден анализ архитектуры и особенностей реализации технологий SDN/NFV, проведен анализ правил функционирования телекоммуникационного
оборудования. Разработана методика комплексной оценки качества телекоммуникационных услуг транспортных сетей с применением технологий
SDN/NFV и алгоритмы для реализации методики на этапе проектирования транспортной сети. На основании разработанной методики может быть
выбрана структура и количество контроллеров и их оптимальное месторасположение в сети связи при применении технологий SDN/NFV, рассчи-
таны показатели надежности, получены вероятности потерь потоков и управляющих сообщений, а также временные задержки на обработку по-
токов в телекоммуникационном оборудовании SDN/NFV. Разработанная методика может быть полезной для проведения исследовательских ра-
бот и на этапе проектирования сетей связи.

Ключевые слова: SDN/NFV, сети связи, информационная безопасность, качество телекоммуникационных услуг.
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