COMMUNICATIONS

METHODOLOGY FOR A COMPREHENSIVE ASSESSMENT
OF THE TELECOMMUNICATION SERVICES QUALITY
OF TRANSPORT NETWORKS USING SDN/NFV TECHNOLOGIES

Igor G. Buzhin,
Moscow Technical University of Communications and
Informatics, Moscow, Russia, i.g.buzhin@mtuci.ru

Veronika M. Antonova,
Moscow Technical University of Communications and
Informatics, Moscow, Russia, xarti@mail.ru

Eldar A. Gaifutdinov,
Moscow Technical University of Communications and
Informatics, Moscow, Russia,e.a.gaifutdinov@mtuci.ru

Yuriy B. Mironov,
Moscow Technical University of Communications and
Informatics, Moscow, Russia, i.b.mironov@mtuci.ru

DOI: 10.36724/2072-8735-2022- 1 6-12-40-45

Manuscript received 08 November 2022;
Accepted 30 November 2022

Keywords: software-defined networks, virtualization of
network functions, service quality of telecommunication
equipment

Methodology for a comprehensive assessment of the
quality of telecommunication services of transport net-
works using SDN/NFV technology has been developed.
The current state and development trends of communi-
cation networks have shown that the potential for growth
in productivity and bandwidth of networks based on tra-
ditional technologies is practically exhausted. These prob-
lems can be solved by the technology of software-defined
networks and virtualization of network functions (here-
inafter SDN/NFV). This methodology can be the basis for
selecting the structure and number of SDN controllers
and their optimal location in the communication network
based on SDN/NFYV, calculating reliability indicators,
obtaining loss probabilities of streams and control mes-
sages as well as time delays for processing streams in
SDN telecommunication equipment. Proposals on bal-
ancing the traffic load on SDN controllers of the commu-
nication network were also given.
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Introduction

The current state and development trends of communication
networks have shown that the potential for growth in productivity
and bandwidth of networks based on traditional technologies is
practically exhausted. These problems can be solved by the tech-
nology of software-defined networks and virtualization of net-
work functions (hereinafter SDN/NFV).

In accordance with [1], SDN is a set of methods that allow
programmatically managing network resources (for example,
switches and routers of a data transmission network) and control-
ling their use (loading), which simplifies solving the problem of
ensuring the efficient use of the transport network bandwidth and
its scalability, helps to reduce operating costs by centralizing and
automating management functions. SDN implements an open in-
terface for interaction between control and data transmission lev-
els, automated network administration. The use of SDN technol-
ogy provides an opportunity to relieve from the necessity of using
many service protocols and fixes the only function of data transfer
on the network equipment, which makes it possible to speed up
routing and increase the convenience of configuring the network.
The most important aspect of SDN is the presence of a logically
centralized network management that provides a global view of
the topology and state of the managed network at both the L2 and
L3 levels.

To ensure the required level of telecommunication service qual-
ity in the SDN / NFV design process as well as to predict the prob-
ability of flow failures, the overflow of addressing tables in SDN
switches, event logs on the SDN controller and data counters, it is
necessary to comprehensively assess the quality of telecommunica-
tion services under the conditions of information impact.

Thus, the development of a methodology for a comprehensive
assessment of the quality of telecommunication services of
transport networks using SDN / NFV technology is required.

Architecture of software-defined networks

The SDN/ NFV technology is a set of methods that allow pro-
grammatically managing network resources and controlling their
use (loading), which simplifies solving the problem of ensuring
the efficient use of the communication network bandwidth and its
scalability, helps to reduce operating costs by centralizing and au-
tomating management functions. There are 3 layers in SDN archi-
tecture (Fig. 1): network infrastructure layer, control layer and ap-
plication layer. SDN provides for the presence of an SDN control-
ler in the network, which provides applications with an abstract
representation of network resources and provides orchestration
(coordination) of the network resources management. With this
approach, the controller has access to the global state of the net-
work and decides to forward network traffic, while the hardware
is only responsible for actual forwarding of information to their
destinations in accordance with the controller's instructions (sets
of packet processing rules).

Thus, the control function of the switches is transferred to a
separate central device - SDN controller. This approach allows
managing and monitoring the state of the network on a logically
centralized controller. In addition, it becomes possible for the con-
trol layer to separate from the physical component by using a log-
ical representation of the network as a whole. Interaction between
the data transfer layer is carried out through a single unified open
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SDN leads the network architecture of transport networks to-
wards the possibility of using NFV, which provides for the trans-
fer of software network functions to cloud storage [4], while these
functions are performed on servers (including virtual machines) in
data centers.

Application level

Applications

API

Management level

SDN Software

Network services

OpenFlow

Network infrastructure

Network devices

Fig. 1. SDN Architecture

In accordance with the NFV reference architecture [4], a com-
plex of software and hardware for virtualization of network func-
tions can be represented in a simplified form as consisting of the
following basic elements (Fig. 2):

. Virtual Networking Functions;

. Network Function Virtualization Infrastructure;

*  Management Software and Orchestration NFV.

Management software and orchestration NFV

Network Function Virtualization
Orchestrator (NFVO)

| Manager(s) of virtual network functions

Virtual networking functions (VNE(s)) (VNF(s))

Network Function Virthalization Infrastructure
(NFVI)

Virtualization software

Virtual infrastructure managers (VIM(s))

Hardware resources (networking
equipment, computing resources, data
storage)

Fig. 2. Simplified Network Function Virtualization
Reference Architecture

VNF(s) functions replace the functions that are performed by
communication hardware in conventional communication net-
works that do not use virtualization.

The NFVI infrastructure includes hardware and software re-
sources that provide an abstract representation of the hardware
with virtualized functions.
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Management Software and Orchestration NFV includes Net-
work Function Virtualization Orchestrator (NFVO), Manager(s)
of Virtual Network Function (VNF(s)), Virtual Infrastructure
Manager(s) (VIM(s)). NFVO Orchestrator provides coordinated
virtual infrastructure operation. The VNF manager provides
lifecycle management of virtual networking function. One man-
ager can manage a variety of virtual networking functions. The
VIM manager provides management and control functions that al-
low the interaction between VNF functions and related hardware
resources, including identifying hardware and software such as
hypervisors, selecting virtual machines, reallocating resources be-
tween virtual machines, collecting information to provide fault
and load monitoring capacities, etc.

Taking into account the listed features of the functioning of
SDN/NFV technologies, the following priority research areas can
be identified. The development of a methodology for planning
transport networks based on SDN / NFV technologies, the devel-
opment of a methodology for calculating the reliability and a re-
dundancy plan for transport networks based on SDN/NFV taking
into account various types of failure (errors of service personnel,
equipment failure, software errors, etc.).

Methodology for a comprehensive assessment of the quality
of telecommunication services of communication networks
based on SDN/NFV technology

As mentioned above, when building a communication network
using SDN /NFV technologies, it is necessary to assess the quality
of service indicators and the quality indicators of the network
functioning. This must be done in order to select telecommunica-
tion network equipment to achieve the required level of the quality
of telecommunication services. This purpose requires developing
a methodology for a comprehensive assessment of the quality of
telecommunications services in a communication network using
the SDN/NFV technology.

The methodology for a comprehensive assessment of the quality
of telecommunications services of a communication network using
the SDN /NFV technology can be divided into the following stages:

Stage 1. Calculation of the required number of SDN control-
lers in the communication network to ensure the required quality
of service and fault-tolerant operation.

Stage 2. Finding the matrix of the shortest distances of the
communication network using the SDN / NFV technology.

Stage 3. Finding the SDN node numbers in which the controllers
will be located, or a message about the impossibility of placing con-
trollers with input data due to the failure to perform fault tolerance.

Stage 4. Determination of the primary and backup controller
for each of the SDN switches.

Stage 5. Determination of the SDN switch groups with the to-
tal load not exceeding the maximum performance of the SDN con-
trollers.

Stage 6. Distribution of the received SDN switch groups
among SDN controllers so that to bring the system into a state
corresponding to the distribution into groups; it would take as few
actions as possible.

Stage 7. Calculation of SDN / NFV segment availability factors.

Stage 8. Calculation of service quality indicators for switches
and controllers of the communication network using the SDN /
NFYV technology.

Stage 9. Checking the received placement of controllers on
communication nodes, switch groups, quality of service indicators

and SDN segment availability factors in accordance with the re-
quirements for them.

The input data of the calculation method is a graph G = (S, E)
that describes communication networks using the SDN / NFV
technology.

Here is |S| — the number of SDN switches in the network
(numbered from 0 to |S| — 1),i.e. S={S;,, i =0,...,|S| — 1} isa
set of SDN network switches (note that the switch is a network
node in which, in addition to the SDN switch, an SDN controller
can be located), E = {Ei, i E;= (Si,S]-)} is a set of connections
between nodes (SDN switches) of the network, |E|-a is the num-
ber of connections between the nodes of the network. Also the in-
putdatais L = {li_]-, i,j=0,..,]S— 1} that is a set of lengths of
the shortest paths in the graph between the nodes i and j. The length
of a path is defined as the sum of the connections between the nodes
of the network included in this path. Also it is known that C =
{ci, i=0,...,]C| — 1} is a set of SDN controllers, |C| is the num-
ber of SDN controllers in the network, C,..s is the number of SDN
controllers the failure of which will not prevent the communication
network from being stable, D; = {S;, S; € S} is a set of SDN
switches included in the domain of the i the SDN controller, S,
is the maximum possible number of SDN switches in a controller
segment, Ty, 4, 1s the maximum possible delay between the control-
ler and the SDN switch of the same domain, parameter 4, of the
input stream of information coming from external networks to SDN
switches (the average number of incoming packets per second from
external networks), a number of n threading processor cores, the
length M input data buffer, u —flow rate, a number L of switching
tables (addressing), o stream processing speed by writing the
switching (addressing) table, number of ¢ message processor cores,
message buffer length r, message processing speed y.

Calculation method:

1. Determine the required number of SDN controllers in the
communication network to ensure fault-tolerant operation accord-
ing to the formula:

|S] (1

>
HE [5

max

|6

where |S| is the number of switches in the communication net-
work using the SDN / NFV technology (network nodes), S;,,qx 1S
the maximum possible number of switches that can be controlled
by one controller, C,. is the number of SDN controllers, the fail-
ure of which should not prevent the communication network from
being stable. In case of default of this condition, it is necessary to
add additional controllers.

2. Finding the matrix R of the shortest paths. The search for
the matrix of shortest paths is carried out using the Bellman-Ford
algorithm. The input of this algorithm is the initial adjacency ma-
trix (describes all the interconnections of the nodes of this net-
work), at the output of the algorithm we obtain the shortest dis-
tances from each vertex of the graph (a network node) to any other.

3. Based on the calculated matrix R of shortest paths, with a
known number |C| of controllers in the network, the maximum
possible delay T4, between the controller and the SDN switch of
the same domain, the unlimited maximum possible number S,
of SDN switches in the controller segment, determine the optimal
placement of controllers on the SDN network nodes. Additional
data are the number Imp of attempts to accommodate, numbers
N of nodes in which the controllers are located at this stage; the
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numbers N,,;; of network nodes in which the controllers are lo-
cated in the optimal variant; the number S, of the SDN switch,
which has the highest delay T to the second closest controller
among all SDN switches at this stage; NNy, = [NN.-[1] =
NN [2] = -+ = NN, [IS|] being a set of ordered numbers of
SDN switches, which have the greatest distances to the nearest
controllers; NN,,,; that is similar to a set of N N,,,., but with opti-
mal placement N,,;;.; C; that is the closest controller to the switch
NN, [i]. The following are the stages of the algorithm for calcu-
lating the placement of SDN controllers on the network nodes:

3.1. SDN controllers are placed on the network nodes in a ran-
dom way. Then N_,, and Imp = 1 are calculated. It is necessary
to find the number of the SDN switch which has the highest delay
T to the second closest SDN controller among all switches.

3.2. If T < T4, then the current placement is fixed as opti-
mal Nops; = Neyy, and NNey,- is calculated. If T = T4y, then the
fault tolerance condition is violated.

3.3. Compare NN, and NNyy;. If NNoyei[i] = NNy, [i],
for Vi =0,...,|S|, then the current placement is fixed as optimal
Nopti = Neyr . Otherwise, based on the matrix of the shortest
paths, the controllers C; are moved as follows: N, li] <
NN, [i]: one node closer to NN_,,-[{]. Then point 3.2 is carried
out. The value Imp is increased by 1.

In this algorithm, the condition T < T,,,, is necessary, since it
provides fault tolerance. This algorithm can be completed, since in
the first part of the algorithm (points 3.1 and 3.2) a possible solution
is sought for no more than |S| iterations (equal to the number of
nodes in a given network), and in the second part (point 3.3) the
algorithm works no more than |S|. The output data of the algorithm
will be the numbers of the network nodes in which the controllers
will be located, or a message about the impossibility of placing con-
trollers with input data due to the failure to perform fault tolerance.

4. Determine the main and backup controllers for each of the
|S| switches of the communication network using the SDN / NFV
technology. The input data of the algorithm will be a set of S =
{S;, i=0,...,|S| — 1} communication network switches using
the SDN / NFV technology, a set of C = {¢;, i =0,...,|C| — 1}
network controllers, a matrix R of the shortest paths and the ob-
tained above placement of SDN controllers on the network nodes.
It is necessary to go through the entire set of S network switches
using the shortest path matrix R and determine the two closest (in
delay T) controllers for each switch. The nearest of these control-
lers is defined as the main one for the given switch, the farthest
one is the backup.

5. Determine the optimal groups of switches, the total load of
which does not exceed the maximum performance of SDN con-
trollers. Let P; be the maximum performance (Packet-In packets
per second) of the controller ¢; Suppose also that the average num-
ber I; of new flows per second arriving at the switch S; and the
average number /;; of flows per second between switches §; and
S; are given. It is necessary to split the graph G = (S, E) into such
connectivity groups so that the sum of the numbers in the nodes
of each connectivity group does not exceed the controller P; per-
formance. Then the algorithm for determining the optimal group
of switches will be as follows:

5.1. Calculate I; + I;; at the nodes of each connectivity com-
ponent. If I; + I;; < P;, then the algorithm terminates.

5.2.1fI; + I;; > Py, it is necessary to
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5.2.1. create a new graph S with vertices without connections:
Gl — (S, Enew )

5.2.2. In the graph G, select the connection E;; with the maximum
1;, then delete it. Add to the graph G?. The loads are recalculated at
the nodes of the graph G. It turned out to be divided into groups.

5.3.1fI; + I;j < P, is on each connected component of the new
graph, the combination is successful. Contrariwise, if I; + I;; > P;
is on each connected component of the new graph, the combination
is unsuccessful. The next (by load) edge of the graph G is deleted.

As a result of the algorithm, a set of optimal switch groups is
allocated, the total load of which does not exceed the maximum
performance of SDN controllers.

6. Distribute the obtained optimal groups of SDN switches
among the controllers C in such a way that it would be required to
perform as few actions as possible to bring the system into a state
corresponding to the distribution into groups. To do this, SDN
switch groups must be sorted in descending order of the number
of loads in each switch group. The resulting sorted set of switch
groups is compared with the current distribution of switches
among SDN controllers (switches controlled by one controller are
counted in one group). Based on the comparison of the two sets,
we carry out switching (migration and switching of controller
states) of switches to controllers only at the places where the two
sets do not match. After completing these steps, a new distribution
of switches among controllers is obtained.

7. Check the calculated number of controllers and their optimal
location on the communication network for meeting the require-
ments:

7.1. The number of switches in one segment of the SDN (a
group of switches that is under the control of one controller)
should not exceed the maximum possible number of switches in
one segment (maximum controller performance);

7.2. The lengths of all shortest paths in the SDN / NFV-based
communication network graph should not exceed the maximum
possible delay between the controller and the SDN switch of the
same domain;

7.3. It is necessary that for each switch of the communication
network based on SDN / NFV a single controller is assigned the
role of Master;

7.4. The required number of |C| controllers in the communica-
tion network based on SDN / NFV was determined from the con-
dition:

|S|
|C| = [S l+Cref;

max
where |S| is the number of SDN switches of the communication
network (network nodes), S;,4, 1S the maximum possible number
of SDN switches that can be controlled by one controller, Cy is
the number of SDN controllers, in case of the failure of which the
communication network must be stable;

7.5. A selection of a set of indicators S,,4x, Tnax> Where Spax
is the maximum possible number of SDN switches that can be
controlled by one controller (selection of controller performance
from its technical documentation), Ty, 4, is the maximum possible
delay between the controller and the SDN switch of the same do-
main (depends on the quality of service presented to the elements
of the communication network standardized in ITU standardiza-
tion sector recommendations).

8. Calculation of availability factors of SDN segments. After
determining the primary and backup controllers of the SDN for
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each switch of the SDN (see clause 4 of this methodology) and the
distribution of switches into groups (segments) (see point 6 of this
methodology), it is necessary to assess the reliability of these seg-
ments. The structural reliability and reliability of communication
lines between the nodes of a given segment are calculated for each
dedicated segment of the SDN. The structural reliability of the SDN
segments will be characterized by the system availability factor us-
ing the SDN controller redundancy. The reliability of communica-
tion lines between nodes of the SDN segment will be characterized
by the availability of the communication line Kg;;. This requires:

8.1. To calculate the average recovery time of lines between
nodes based on the formula (2)
ngtty+ny -ty

N )
where n, is the number of damages in couplings and terminal de-
vices; t, is the average time of damage recovery in couplings and
terminal devices, hour; n, is the number of damage to the cable
duct; t, is the average recovery time for compensating the damage
to cable ducts, hour; N is a number of damage.

8.2. To calculate the density of damage on the average length
of the communication line between the nodes of one SDN segment
based on the formula (3)

LN
Li]' ’

(2)

t=

3

m=

where L is the average length of connecting lines in the SDN seg-
ment; L;; is the duration (length) of the communication line be-
tween network nodes i and j, km.

8.3. To calculate the availability of the communication line be-
tween nodes i and j based on the formula (4):
T-—-m-t

T

Check the obtained reliability indicators for compliance with
the relevant communication network standards.

9. Calculation of service quality indicators for SDN telecom-
munications equipment. To do this, it is needed to use additional
input data such as parameter A, of the input flow of information
coming from external networks to SDN switches (the number of
incoming packets per second from external networks); the number
n of cores of the stream generation processor; the length M of the
input data buffer; the stream p generation rate; the number L of
switching (addressing) tables; the speed o of processing the stream
by writing the switching (addressing) table; the number ¢ of mes-
sage processor cores; the message r of buffer length; the message y
of processing speed. Further, based on the mathematical models of
the functioning of the SDN switch and the SDN controller, built in
[2], calculate the SDN service quality indicators.

4)

Krij =

Conclusion

This paper proposes and substantiates a methodology for a
comprehensive assessment of the quality of telecommunication
services of communication networks based on SDN/NFV, on the
basis of which the structure and number of controllers and their
optimal location in the communication network using the
SDN/NFV technology can be selected, reliability indicators are
calculated, probabilities are obtained for loss of streams and con-
trol messages, as well as time delays for processing streams in
SDN telecommunication equipment.

References

1. Recommendations ITU-T Y.3300 «Framework of software-defined
networkingy, 2014.

2. K.E. Samouylov, I.A. Shalimov, I.G. Buzhin, Y.B. Mironov. Model of
functioning of telecommunication equipment for software-configurated net-
works. Modern Information Technologies and IT-Education. Vol. 14, no. 1.
2018. doi:10.25559/SITITO.14.201801.013-026.

3. V. Vishnevskiy. Theoretical foundations of computer network design.
Moscow: The technosphere, 2003. 512 p.

4. ETSI GS NFV 002 V1.2.1 «Network Functions Virtualisation (NFV);
Architectural Framework», 2014.

5. HP Performance Brief for External Audiences. Electronic text data. HP,
2007.

6. V.K. Tsvetkov, V.I. Oreshkin, I1.G. Buzhin, Y.B. Mironov. Model of
Restoration of the Communication Network Using the Technology of Soft-
ware Defined Networks. ELCONRUS 2019, IEEE, 2019, pp. 1559-1563. doi:
10.1109/EIConRus.2019.8656723.

7. 1.G. Buzhin, Y.B. Mironov. Evaluation of delayed telecommunication
equipment of Software Defined Networks. SOSG 2019, IEEE, 2019. p.
8706825. doi: 10.1109/SOSG.2019.8706825.

8. ONF TR-539 OpenFlow Controller Benchmarking Methodologies.
Open Network Foundation. URL: https://3vf60mmveqlg8vzn48q2071a-
wpengine.netdna-ssl.com/wp-content/uploads/2014/10/TR-539 Open-
Flow_Controller Benchmarking Methodologies_v1.pdf date of the applica-
tion: 06.05.2018).

9.  Sherwood, M. Chan, A. Covington, G. Gibb, M. Flajslik, N. Handi-
gol, T.-Y. Huang, P. Kazemian, M. Kobayashi, J. Naous, S. Seetharaman, D.
Underhill, T. Yabe, K.-K. Yap, Y. Yiakoumis, H. Zeng, G. Appenzeller, R.
Johari, N. McKeown, G. Parulkar Carving research slices out of your produc-
tion networks with OpenFlow. SIGCOMM Comput. Commun. Rev.2010. Vol.
40, no. 1, pp. 129-130.

10. R.L. Smeliansky, E.V. Chemeritsky. On QoS management in SDN by
multipath routing. SDN&NFV: The Next Generation of Computational Infra-
structure. 2014 International Science and Technology Conference “Modern
Networking Technologies (MoNeTec)”: Proceedings. Moscow: MAKS Press,
2014, pp. 41-46.

11. Shalimov A., Zuikov D., Zimarina D. et al. Advanced study of sdn/open-
flow controllers. 9th Central and Eastern European Sofiware Engineering Con-
ference in Russia, CEE-SECR 2013. ACM International Conference Proceeding
Series. Moscow, Russia, 2013. DOI:10.1145/2556610.2556621.

12. Vladyko A., Muthanna A., Kirichek R. Comprehensive SDN Testing
Based on Model Network. Lecture Notes in Computer Science. 2016. Vol.
9870, pp. 539-549.

13. ITU-T Y.3300 Framework of software-defined networking [Elec-
tronic resource] // ITU. URL: https://www.itu.int/rec/T-REC-Y.3300/en (date
of the application: 09.02.2019).

14. D. Kreutz, FM.V. Ramos, P.E. Verissimo C.E. Rothenberg, S.
Azodomolky, S. Uhlig. Software-Defined Networking: A Comprehensive
Survey. Proceedings of the IEEE. Vol. 103, Is.1, pp. 14-76.
DOI:10.1109/jproc.2014.2371999.

15. Y. Zhao, L. Iannone, M. Riguidel. On the Performance of SDN Con-
trollers: A Reality Check. 2015 IEEE Conference on Network Function Virtual-
ization and Sofiware Defined Network, November 18-21, 2015. San Francisco,
USA, 2015. DOI: 10.1109/NFV-SDN.2015.7387410.

16. OpenFlow Switch Specification version 1.3.0. Open Network Foun-
dation. URL: https://www.opennetworking.org/ (date of the application:
09.02.2019).

17.N. Gude, T. Koponen, J. Pettit, B. Pfaff, M. Casado, N. McKeown, S.
Shenker. NOX: towards an operating system for networks. SIGCOMM Com-
put. Commun. Rev. 2008. Vol. 38, no. 3, pp. 105-110.

18. R. Smeliansky. SDN for network security. Proceedings of the 2014
international science and technology conference "Modern Networking Tech-
nologies (MoNeTec)". SDN@NFV modern networking technologies. Mos-
cow: Maks Press, 2014, pp. 155-159.

19. D.Kotani, K. Suzuki, H.Shimonishi. A Design and Implementation of
OpenFlow Controller handling IP Multicast with Fast Tree Switching. Pro-
ceedings of the IEEE/IPSJ International Symposium on Applications and the
Internet (SAINT), 1zmir, Turkey, 16-20 July 2012, pp. 60-67.

e

T-Comm Tom 16. #12-2022




COMMUNICATIONS

METOAUKA KOMIMJIEKCHOW OLIEHKU KAYECTBA TEJIEKOMMYHUKALIMOHHbBIX YCNYT
TPAHCIMOPTHbIX CETEW C MPUMEHEHUEM TEXHOJIOIM SDN/NFV

By»xuH Uzopb MeHHadueesu4, Mockosckuii mexHuyecKull yHugepcumem cessu u uHgpopmamuku, Mockea, Poccus, i.g.buzhin@mtuci.ru
Anmonoea BepoHuka MuxaiinioeHa, Mockoeckull mexHuyeckull yHueepcumem cessu u uHpopmamuku, Mockea, Poccus, xarti@mail.ru
lFatipymouHoe dnbdap Anbbepmosuyd, Mockosckuli mexHuueckul yHusepcumem ceasu u uHgpopmamuku, Mockea, Poccus,
e.a.gaifutdinov@mtuci.ru
Muponoe FOpuii Bopucoeu4, Mockosckuii mexHudeckutl yHugepcumem ceszu u uHgpopmamuku, Mockea, Poccus, i.b.mironov@mtuci.ru

AHHOTauua

Peanusaums koHuenuum MpoBoit skoHoMukn Poccuickoin Pepepalim conpoBoXXAaeTCcA BO3pacTaHMeM 06beMOB U pacluMpeHneM yHKLMOHAMbHBIX BO3-
MOXKHOCTEMN MPEeOCTaB/IAEMbIX CEPBUCOB, MOBbILLEHNEM TPEBOBaHUI K MHPOPMALIMOHHOM GE30MaCHOCTH, YTO, B CBOIO OYepesb, BIEYET 3a cOBOM yCroxk-
HEHMEe MEXaHU3MOB YrpaB/eHUA CUCTEM U CeTeit cBs3n. B cBA3M ¢ aTuM nosBunack HeOGXOAMMOCTb OTAENEHNUA BYHKLMM yripaBieHus ot GyHKLMM nepeaa-
Y1 AaHHbIX TENEKOMMYHUKaLMOHHOro o6opyAoBaHus, YTo aBnseTcs ocHoBon TexHonoruit SDN/NFV. B cratbe npeanoxeHa METOAMKA KOMMIEKCHOM OLiEH-
KM KayecTBa TENEKOMMYHUKALIMOHHBIX YCITyr TPaHCMOPTHbIX ceTei ¢ npuMeHeHunem TexHonormin SDN/NFV. [ina goctukeHuns nocTaBneHHOM Lenv npose-
AEH aHanu3 apXUTeKTypbl U ocobeHHocTe peanusaumm TexHonoruin SDN/NFV, nposeger aHanuz npasun ¢yHKLUMOHUPOBAHWSA TENEKOMMYHUKALMOHHOrO
o6opyaosaHua. PaspaboTtaHa METOAWKA KOMMIEKCHOM OLIEHKM Ka4ecTBa TENIEKOMMYHUKALMOHHbIX YCITyr TPRHCMOPTHBIX CETEM C MPUMEHEHNEM TEXHOMOMUI
SDN/NFV u anroputMmbl Ans peanusaumm METOAUKM Ha 3Tare NMPOEKTUPOBaHWs TPaHCMOPTHOM ceTh. Ha ocHoBaHMM paspaboTaHHOM METOAMKN MOXET BbITh
BbIGpaHa CTPYKTYpa U KOSIMHECTBO KOHTPOJITIEPOB M UX OMTUMASIbHOE MECTOPACMONOXKEHUE B CETU CBA3M NpU npuMeHeHun TexHonoruin SDN/NFV, paccuu-
TaHbl MOKA3aTeNM HafAEKHOCTU, MOSTyHEHbI BEPOATHOCTU MOTEPb MOTOKOB U YMNPaBAIOLLMX COOBLUEHUI, a TaKKe BPEMEHHbIE 3afepXKKU Ha 06paboTKy no-
TOKOB B TefleKOMMyHUKaumoHHoM ob6opyaosatn SDN/NFV. PaspabortanHas MeToamka MOXKET GbITb MOME3HON AfA MPOBEAEHNUA UCCIE[OBATENbCKUX pa-
60T 1 Ha 3Tane NPOEKTUPOBAHUSA CETEN CBA3M.

Knioueenie cnoea: SDN/NFV, cemu ceasu, uHpopmayuoHHas 6e30nacHOCMb, KA4eCmeo meseKOMMYHUKAQUUOHHBIX yCIlye.
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