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The popularity of video streaming has grown significantly over the
past few years. Video quality prediction metrics can be used to
perform extensive video codec analysis and customize high-quali-
ty assurance. Video databases with subjective ratings form an
important basis for training video quality metrics, and codecs
based on machine learning algorithms. More than three dozen
subjective video databases are now available. In this article, mod-
ern video databases are presented, analyzed current database and
findings methods for improving. For analysis, performance criteria
are proposed based on subjective assessments when creating a
database of video sequences. At this stage of development, sub-
jective assessments are the most difficult part of creating a data-
base of video sequences, since these assessments are expensive
and time-consuming. In addition, subjective experimentation is
further complicated by many factors, including viewing distance, a
display device, lighting conditions, vision, and mood of the sub-
jects. This information will allow researchers to have a more
detailed understanding of the video databases, a new method for
collecting subjective data, and can also help in planning future
experiments.
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I.  INTRODUCTION

Video streaming continues to occupy a growing share of In-
ternet bandwidth, and video is expected to account for 82% of
Internet traffic by 2022 [1]. With the explosive growth in video
traffic, improvements in video encoding technologies are critical
for video streaming companies in the coming years. At the pre-
sent stage of technology development, video coding systems
show high-quality and completely satisfactory results. Solutions
require video quality issues in streaming video, such as creating
video quality assessments, codecs using whole or partial machine
learning [2]. However, creating quality metrics and codecs using
whole or partial machine learning requires video datasets that
accurately reflect the human user experience.

The lack of annotated databases used to be a major hurdle for
researchers working on quality assessment algorithms. Even un-
compressed video content was hard to find [3]. Currently, there
are over 30 publicly available databases and many small datasets
that are used by experts for personal research. However, two
main problems arise that were absent earlier and were not con-
sidered in detail by the scientific community at the current time.
First, the problem of choosing the most suitable databases for
research, because more than 9 years have passed since the last
detailed analysis of video databases, which is a critical aspect in
the modern growth of information technology.

The problem also remains in the lack of data to create metrics
and parts of video codecs based on machine learning. The open
question is how, while creating a large number of new publicly
available databases with subjective ratings, the number of which
has more than tripled since 2012, the modern industry still lacks
training datasets. In this paper, we analyze the 29 most common-
ly used video datasets to assess encoding quality and generate
machine learning-based video quality metrics that accurately
reflect human user experience. We also propose a criterions and
solution that clearly demonstrates the problem of creating a
large-scale dataset of video sequences.

Comparing databases using the same criteria is helpful for
model developers, who can make a more informed decision
about which databases may be most suited for their specific
benchmarking or other needs [3, 4]. In addition, the presented
criteria for evaluating video databases explains the problem with
a small variety of content, which leads to limitations in the de-
velopment and evaluation of metrics and codecs using full or
partial machine learning effectively. This work will allow re-
searchers to have a more detailed understanding of the video
databases and may also help in planning future experiments.

The work is organized as follows. Section II provides an
overview of video databases commonly used in the current
world, with annotated subjective quality ratings. Section III pro-
poses new scoring criteria for subjective scores, which is then
used to compare databases. Section IV reviews the findings of
the analysis and discusses methods for improving the database
and future work.

I1. VIDEO DATABASES

Here we present 29 video databases with the subjectively rat-
ed for quality, following previous research [5], that in 2012 pro-
vided a comprehensive analysis of the video datasets at the time.
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e EPFL / PoliMI Vi eo Quality Assessment Database.
Compressed H.264 videos with transmission over an error-prone
network [6, 7].

* JRCCyN /IVC 1 80i. Compressed H.264 [8, 9].

* IRCCyN / VC SD. Compressed H.264, with and without
transmission errors [10, 11].

* I[VP Database. Compressed MPEG-2, Dirac wavelet and
H.264 codecs, as well as H.264 streams that are affected by
packet loss simulation [12].

* LIVE Vi eo Quality Database. Compressed MPEG-2,
H.264 compression, the simulated transmission of compressed
H.264 bitstreams over error-prone IP wired and wireless net-
works [13, 14].

* MMSP D Video Quality Assessment Database. is the first
publicly available 3D video quality database [15, 16].

* MMSP Scala le Video Database (SVD). Test conditions in-
clude two scalable video codecs using different spatial and tem-
poral resolutions [17, 18].

* Poly @ NYU Video Quality Databases. Three separate but
related tests using video with different frame rates and quantiza-
tion parameters [19, 20, 21, 22].

* Poly @ NYU Packet Loss (PL) Database Small. Com-
pressed H.264, with packet loss [23].

* VQEG FR-TV Phase I Database. The oldest publicly availa-
ble quality database. Compressed MPEG-2 compression and
transmission, and even includes some analog distortion [24, 25].

* VQEG HDTYV Database. Compressed MPEG-2 and H.264,
with various types of network disturbances [26, 27].

* AVT-PNATS-UHD (2019). Compressed H.264, High Effi-
ciency Video Coding (HEVC) and VP9 and frame rate variations
[28].

* BVI-HD Perceptual Video Quality Database (2018) HD
video sequences with frame rates up to 120 Hz [29].

* BVI-HFR High Frame Rate Video Database (2015). Video
sequences generated using both original HEVC and HEVC with
synthesis mode [30].

» Konstanz Natural Video Database (KoNViD-1k) (2017).
1200 videos with subjective data and attribute evaluation [31].

* LIVE YouTube High Frame Rate (LIVE-YT-HFR) Data-
base (2020). Videos are processed with 5 levels of compression
at each frame rate [32, 33].

* LIVE Wild Compressed Video Quality Database (2020).
Videos captured with a wide variety of mobile cameras, covering
a wide range of content and quality. Most of these videos are
distorted with various authentic mixed distortions when captured.
H.264 video compression format [34].

* LIVE Mo ile Video Quality Database (2012). Compressed
H.264 video with artefacts such as packet loss, frame freeze, and
rate adaptation [35, 36, 37].

e ETRI-LIVE Space-Ti e Subsampled Video Quality
(STSVQ) Database (2020). Videos created by applying different
levels of combined space-time downsampling [38].

* LIVE Ne flix Video Quality of Experience Database
(2017). 112 videos of typical adaptive streaming artefacts rated
by 55+ people on a mobile device, Figure 1 [39, 40].
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Fig. 2. LIVE Video Quality Challenge (VQC) Database

e L VE Video Quality Challenge (VQC) Database (2018).
Videos captured using 101 different devices with a wide range of
complex, reliable distortion levels. An average of 240 quality
ratings was collected for each video through crowdsourcing,
Figure 2 [41, 42, 43]:

e MCL-JCV Database (2016). Compressed H.264 / AVC at
quality factors (QF) ranging from 1 to 51 [44, 45].

T M 1080p25 Dataset (2010). Compressed H.264 / AVC
and Dirac [46].

e ideoSet (2017). The database includes 3520 sequences,
which were evaluated by 800 participants [47].

e LSVQ Data ase. Video quality dataset containing 39,000
distorted real-world videos and 117,000 localized spatio-
temporal video patches and 5.5 million human perceptions,
38811 were used for the base with 35 estimates per video se-
quence [48, 49].

e LIVE-NFLX-II. The database includes 420 videos that were
rated by 65 subjects, resulting in 9750 continuous and 9750 ret-
rospective subjective opinions [50].

I11. ANALYSIS

There are many criteria that can be used to assess and com-
pare databases [3]. The evaluation of databases is based on three
components: quantitative comparisons of original content, testing
conditions, and subjective evaluations [51]. Today there are
enough solutions to the problem of original content and testing
conditions [52]. However, according to subjective assessments,
there is still no optimal solution, but subjective assessments are
the most valuable and possibly the most difficult part when creat-
ing video sequence datasets.

Subjective assessments are costly and time consuming. In
addition, subjective experimentation is further complicated by
many factors, including viewing distance, display device, light-
ing conditions, vision, and the mood of the subjects [53]. If the
creation of the base takes place in different days, or what is even
more problematic — experiments are going on in parallel in sev-
eral laboratories, it is necessary to strictly observe the same con-
ditions for all participants, the results of which will then be eval-
uated jointly. In addition, subjective video encoding tests are
usually performed by very few experts, who are called the gold
standard for worst-case analysis [54].

However, worst-case analysis does not reflect the actual qual-
ity for the visual content, and the quantity and quality of per-
ceived distortion levels is individual. Existing databases have
very different and often almost incomparable approaches to the
collection of subjective data. In order to analyze the collection of
subjective data in this section, we will focus on several aspects
that we use to evaluate databases:

* Criteria 1. Time efficiency (%). Here we mean the total
time spent on creating the entire test base in relation to the total
duration of all finished video sequences included in the base
along with the original videos.

NN
ca-[ )
NaxII
where -
1 sequence,

umber of artifacts, — number of experts for
— number of sequences in database.

e Criteria 2. The processing time of one artifact by the partic-
ipants in the subjective research.

C2=((N,t, +t,)N, /N, )60k
where  — number of experts for 1 sequence, — time of one
sequence (second), is the preparation time [55], - coefficient

of converting estimates to a sequence of 10 second long.

A comparison of databases using the time efficiency criterion
is presented in Table 1. Please note that another difficult point
when comparing existing databases is that not all authors provide
complete information about creating a database, empty cells in
Table 1. As you can see in Table 1, optimizing for one or more
of our criteria does not necessarily lead to a “better” database,
Figure 3.
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Fig. 3. The visualization of Table 2

Table 2 provides an analysis of the databases by criteria. Cri-
teria 1 in the first column is the real estimates of 28 databases,
however, for MCL-JCV and LIVE (VQC) databases, this criteri-
on has very high ratings compared to other databases, which we
estimate as an outlier in the analysis, and these databases cannot
be included for further rational analysis. Similarly, for Criterion
2 for databases - Poly@NYU (PL), BVI-HD (VQD), KoNViD-
1k, LIVE (VQC).

Criteria 1 and Criteria 2 (no emissions), in the remaining col-
umns are presented for 24 databases, Table 3. The visualization
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of Table 3 is presented in Figure 4, where databases with ac-
ceptable optimal values for Criteria 1 and Criteria 2 the use of in
blue, Mean is taken as the threshold value of acceptability.
Where Mean:

- XX

X=—"

n
Variance:

2 Z(Xi _7)2
o =—
n-1

where o — standard deviation. As can be seen from Table 1,
when used as the threshold value of acceptability — Mean for
three criteria of Table 2, only 3 video databases fall into the
range of acceptable optimal values.
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Fig. 4. The visualization of Table 3, where databases with two acceptable
optimal values are indicated in blue, Mean is taken as the threshold value
of acceptability

TABLE 1
Database of | Number of | Number of | Time of one Number of Criterial | Criteria 2 Criteria 3
sequences artifacts experts sequence experts for 1
(second) sequence

EPFL/PoliMI -1 156 78 40 10 23 12 7 390
EPFL/PoliMI -2 156 78 10 17 9 5 213
IRCCyN/IVC 1080i 216 192 29 10 28 25 6 429
IRCCyN/IVC SD 90 84 25 10 25 23 7 446
IVP 1 128 42 10 35 32 9 750
LIVE VQD 165 150 38 10 38 35 9 842
MMSP 3D 36 30 20 10 17 14 9 361
MMSP 84 16 10 16 15 5 183
Poly@NYU(VQD -1) 66 60 10 22 20 7 403
Poly@NYU(VQD -2) 72 68 10 15 14 5 176
Poly@NYU(VQD -3) 186 180 10 15 15 3 125
Poly@NYU (PL) 46 34 32 2 32 24 50 4190
VQEG FR-TV 340 320 287 10 61 57 12 1841
VQEG HDTV 740 740 120 10 24 24 4 259
AVT-PNATS-UHD 49 4947 121 7 24 24 3 171
BVI-HD (VQD) 416 384 86 5 86 79 18 4044
BVI-HFR 110 88 29 10 29 23 8 589
KoNViD-1k 1200 1200 642 8 114 114 20 5753
LIVE-YT-HFR 480 8 40 39 75 1234
LIVE Wild 275 220 10 40 32 8 848
LIVE mobile (VQD) 210 200 38 15 27 26 8 547
ETRI-LIVE-STSVQ 437 10 34 33 6 548
LIVE Netflix 126 112 55 10 44 39 11 1239
LIVE (VQC) 585 585 4776 10 240 240 44 26462
MCL-JCV 1124 120 5 50 585 2 1152
TUM 1080p25 52 48 19 10 19 18 7 338
VideoSet 44880 800 5 128
LSVQ Database 38811 38811 7 35 35 5.6 501
LIVE-NFLX-II 420 65 10 22 21 4 230

TABLE 2

Criteria 1 Criteria 2 Criteria 3

Minimum 2 125
Maximum 50 26462
Mean 10 1938
StdDEv 11 4997

TABLE 3

Criteria 1 (no emissions) Criteria 2 (no emissions) Criteria 3 (no emissions)

Minimum 3 125
Maximum 12 1239
Mean 6.7 491
StdDEv 2 319
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Despite the fact that the above provides comprehensive data
for the selection of modern video databases to optimal use of
experts' time in subjective testing, here we also offer an estimate
of the cost of one artifact in a video database. This is a necessary
parameter, since the subjective estimates mentioned above are
the most expensive part when creating a database, and it is the
number of artifacts in the database that is critical when creating
codecs and metrics with full or partial use of machine learning.

C3=(((Nyt,)/60+t,)S /N, )k

where, C3 this is the cost of one artifact in the database, t is the
total time of one person when viewing video sequences, is the
minimum wage per hour. When calculating, it is also necessary
to take into account the error caused by the fact that some data-
bases contain viewing of both artifacts and the original video,
while others contain only video with artifacts.

The data on the calculation of this criterion are given in Table 1.
In column Criteria 3, we can see the cost of one artefact, the val-
ues Russian rubles. However, as can be seen from the Table 1 we
have emissions where the cost of artefacts exceeds 1300 rubles.
From the information above, we limited the price range from 0 to
1239 rubles. Adding this most visual criterion for the designers
of codecs and metrics, we can see that the number of databases,
optimal in relation to the cost of the artefact has decreased from
23 to 16, Figure 5.

39

24 bt

Criterion 1

H

T
lzs 652 lz39
Criterion 3

Fig. 5. The visualization of Criterion 3 (Table 3), where databases with
acceptable optimal values are indicated in blue

IV. DISCUSSION

In this article, we have proposed criteria that can be useful
when developing new databases. However, the current biggest
problem how creating metrics and codecs using machine learning
is the lack of data, or in other words, large-scale databases. To
solve this problem by involving people in tests, new approaches
to the collection of subjective data are needed, taking into ac-
count the maximum possible amount of processing of artifacts
with the minimum investment of time for subjective tests.

Here we will look at one of the new approaches. In our previ-
ously work, a new device is presented that allows one to collect
estimates of the subjective level of quality using the idea of find-
ing an acceptable minimum level of quality for a participant, or,
in other words, the threshold of perception [56]. This device op-
timizes the collection of subjective assessments for this stage in
the development of modern telecommunication technologies, and
allows you to create video sequences of constant quality. Or oth-
er words it creates conditions for creating a database with the
maximum number of artifacts and a minimum of subjective ex-
periments. For create a database with this device, it is possible to
use a similar time with such databases as LIVE Wild [34], but
with a significantly larger number of artifacts. Also, such data-
bases KoNViD-1 [31] will be significantly inferior to the data-
bases created using the device for collecting subjective assess-
ments from [56], in terms of the time spent on subjective tests
with the same number of processed artifacts.

A block diagram of the device is shown in Figure 6. First,
distorted video sequences with 9 quality levels are created; in
modern streaming video, the most demanded threshold levels are
at levels from 6 to 10 Mbps, but both low and high levels are
necessary for the accuracy of the experiment. The next step will
save 9 distorted and one reference sequence. Each clip has an
original link and a compressed video sequence with 9 different
quality levels. Next comes the selection stage, when a participant
can choose a sequence of an acceptable minimum threshold with
a smooth change in quality levels. Each participant finds the
minimum acceptable threshold for a video sequence for one vid-
eo, constantly adjusting the quality using a manipulator and
overcoming stress.

Layer 10 'H.264, CBR, 40 Mbps) | | Layer 10 |Effiect filter — Color correction
Layer @ (H.264, CBR, 20Mbps) | —Opzity) Diplay
= Layer 9 (Effect fiker— Color correction -
Layer 8 (H.264, CBR, 16 Mbps) | )
I O pacity)
Layer 7 (H.264, CBR, 10 M bps) | i
Video layer 6 'H.264, CBR, & Vbps) | [ Layer 1 ]
St —_— —m—————
s=uence || Layer 5 H.262,CBR, 6 Mbps) | | Tooes L HDMI Owtput 1 1
1080p25 (s50) l
3.2.2 Layer 4 'H.264, CER, 4 ¥ bps) I MDD ulprul '—I Wil | Mubiledeviie :
- | [
Layer 3 (H.264, CBR, 1,5Mbps) | 0BS W ebsocket pligin ] R .
Layer 2 (H.264, CBR, 0,7 Mbps) | Visop aper 0}
Layer 1 (H.264, CBR, 0,2 Mbps) ] |
Vidhen mrnosier [HL23E) Websocket client
|
Marnipulato-
[electronic || ADC and basic processing
accelerator
padal) Anduino UHO

Fig. 6. The process of measuring the quality of encoded video based on finding an acceptable minimum threshold of perception
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The approach proposed in [56] will make it possible to obtain
video with a constant quality assessment, which is created by the
users themselves and which codec developers should strive for as
optimal for users.

Given the analysis of databases presented above, at the pre-
sent moment in the development of telecommunication technol-
ogies, there are opportunities to implement more optimal ap-
proaches to collecting subjective assessments for the creation of
new databases with various distortions and well-labeled data in a
larger volume. New device will make it possible to obtain video
with a constant quality assessment, which is created by the users
themselves and which codec developers should strive for as op-
timal for users.

V. CONCLUSION

At the current stage of technology development, there are
more than three dozen publicly available video quality databases,
as well as a large number of datasets for private testing. This
makes it easier to check the quality of algorithms, but is still not
enough for generating quality assessment models or video codecs
based on full or partial machine learning. The article presents
and analyzes modern video databases. Criteria are proposed for
analyzing the optimal use of experts' time in subjective testing
when creating a database of video sequences, or, in other words,
how long it takes to create a database using subjective tests.
Also, discussing the method for improving the creation of future
video databases.

The list of databases is bound to grow as new applications
emerge. The data presented here can be useful for creating a test-
ing methodology that takes into account the maximum possible
amount of artifact processing with a minimum investment of
time for subjective tests, which is currently not in the public do-
main.
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AHHOTauuA

nOI'I)’ﬂﬂpHOCTb NMOTOKOBOro BUAEO 3HAYUTESIbHO BbIPOCJ'Ia 3a nocnegHue HECKOJIbKO JieT. nOKa3aTeJ1VI I'IPOFHO3MPOBaHVIﬂ Ka4yecTBa BUAEO MOXHO
UCnosib3oBaTb A4 BbIMOJIHEHUA OGLLMPHOFO aHanusa BU4eOKOLEKOB U HaCTPOIZKM rapaHTUM BbICOKOro Ka4decTtBa. Ba3b| AaHHbIX BUAEO C C)’6'beKTMBHbIMI/I
OLI€HKaMW COCTaB/IAIOT BaXXHYIO OCHOBY AnA OG)"‘IeHI/Iﬂ METPUK Ka4eCTBa BUAEO N KOAEKOB Ha OCHOBE aJirOpUTMOB MalLUIMHHOTO OGYHEHVIﬂ. Celitvac AOCTYyNnHO
6onee Tpex AecATKoB 6a3 AaHHbIX BUAEO C CyObeKTUBHbIMM OLieHKaMu. B 3Toi cTatbe npefcTaBnieHbl U NpOaHaNM3MpPOBaHbl COBPEMEHHbIE BUAEO 6asbl.
TaK Ke npeactaesieH MeToa ynydlleHua, KOTOprVI MOXHO UCMNOJb30BaTb MpU CO3A4aHUU GYA)’LLWIX 633 AaHHbIX. ﬂ'nﬂ aHanusa npeanararoTca Kputepumn
Bq)d)eKTVIBHOCTVI, OCHOBaHHble Ha AaHHbIX O c60pe C)’6'beKTVIBHbIX OLIEHKOK Nnpu co3aaHumn 6a3bl AaHHbIX BVIp,eOI'IOCne,D,OBaTeanOCTeI;L Ha TEKyLleM 3Tane
pa3paboTku cyObeKTUBHbIE OLIEHKUN ABMAIOTCA Hamboree CNOXHOW HYacTbio co3faHua 6asbl AaHHbIX BUAEOMNOCNEA0BATENIbHOCTEN, NMOCKOMbBKY 3TN OLIEHKM
Aoporu un TPeGyIOT 3Ha4YUTEeNbHOro BpeMeHun AnAa co3aHuA. Kpone TOro, Cy6'beKTVIBHOe SKCrnepuMeHTUpoBaHUe AONONHUTENIbHO OCIOXHAETCA MHOMMMU
¢aKTOPaMM, BK/tO4aA paccTtoAHMe npocMoTpa, )’CTPOVICTBO OTO6Pa)KeHVIﬂ, YC/NOBUA OCBELLEeHUA, BUAEHUE U HAaCTpPOEHUE UCMbITyEeMbIX. ﬂ.aHHaﬂ Pa6OTa
NMO3BOMUT MCC/Ie0BaTENAM NONy4nUTh Bonee nogpobHoe npeacTasieHve o 6a3ax JaHHbIX BUAEO, HOBOM MeToze cbopa CyOBbeKTUBHBIX JaHHbIX, a TaKXKe
MOXXeT NOMO4b B NJIAHUPOBaHUU 6y,qyu.|,ux SKCMepuMeHTOB. TaK XKe JaHHaA pa60Ta 6)’AeT nonesHa Ana cneyuanancrtos B 06}13.CTVI oKatua U nepefadu megma
KOHTEeHTa.

Kniouyeeblie cnoea: oueHka kayecmea sudeo, cybbekmusHoe mecmuposarue, 6a3a 0aHHbIx sudeo, Habop eudeodaHHbIX, NpuKknadHoe mesnesudeHue,
cpedHsAs oueHka mHeHusa (MOS).
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