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A telecommunications network is a group of nodes and connections
between them, the main purpose of the organization of which is to
transmit information for a certain period of time. Since the network
is only a tool, the technologies of applying this tool to the transmitted
information may vary, i.e. the algorithms for transmitting information
between nodes, choosing the order of transmission, building routes
from one node to another may differ depending on the principles of
network organization and the goals of information transmission. One
of these technologies is Segment Routing (SR), created in order to
improve the methods of working with the network, its vision and elim-
inate the problems inherent in the technologies previously used on
these networks. Segment routing represents an important evolution-
ary step forward in the design, management and operation of modern
data transmission networks. An important mechanism for optimizing
the use of network resources is the load balancing mechanism. Data
on the status of nodes and data transmission channels in the network
can significantly facilitate the task of ensuring load balancing in the
network. This article is devoted to an overview of segment routing
technology, consideration of existing prerequisites for more active
implementation and use of this technology.
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|. Introduction

The fundamental quality of telecommunication networks
consists in their multi-connectivity. In other words, the signal
transmission from point "A" to point "B" can be carried out
along more than one route. For these purposes, special devices
are used, which are called routers [1].

The main function of any network is to deliver data from the
sender to one or more recipients with the necessary level of QoS
(bandwidth, latency, delay variation, etc.). With the increase in
the number of users, an increase in data transfer speed, as well as
when using multicast, difficulties occur in any network. One of
the tools that can cope with the growing demands is dynamic
routing, its scheme is supported, for example, by the OSPF, 1S-1S
and BGP protocols [2].

Segment routing is, in essence, a way to organize a virtual
network based on existing nodes and connections between them
[3]. At the same time, the use of this technology eliminates the
need to receive and store information about intermediate nodes
located between the sender and recipient nodes, to deal with their
configuration and management. It is the latter property that
ensures the scalability and flexibility of the network architecture.

A router (node) in a segmented routing network is able to
choose the explicit or shortest path over the Interior Gateway
Protocol (IGP) [4]. Segments are sections of a path that a router
can combine to form a complete route to a destination. Each
segment has an identifier (Segment Identifier, SID), which is
selected from a certain range and distributed throughout the
network using new internal gateway protocol extensions [5]. It is
the identifiers that make it possible to perform the primary
engineering of data flows for their redirection between network
nodes. Unlike traditional MPLS networks, in segment-routed
networks, routers do not need to use Label Distribution Protocol
(LDP) or Resource Reservation Protocol-Traffic Engineering
(RSVP-TE) to assign and transmit their segment identifiers and
generate forwarding information.

At the same time, the segment routing technology can act as
an add-on to such a widely used MPLS technology, since
segment routing is based on the principles of processing the
MPLS header added to each data packet. An MPLS header may
contain one or more labels. Multiple labels in an MPLS header
are called a label stack. A label stack is a special kind of
organization of a list of labels, organized according to the LIFO
principle (Last in — First out), i.e. the last label pushed onto the
stack will be popped first when the list is read. In an MPLS
router, a packet with an MPLS label is sent to the next hop after
looking up the label in the switching table instead of looking up
the routing table, which is much faster, since the label processing
can be performed not only by routers, but also by switches.

Il. Fundamentals of segment routing

Each router (node) and each connection (adjacency) has a
corresponding segment identifier (SID) [6]. Host segment IDs
are globally unique and represent the shortest path to the router,
which is determined by the appropriate internal gateway protocol
[7]. The network administrator allocates a host ID to each router
in the reserved block. On the other hand, the adjacency segment
identifier (adj-SID) is locally significant and represents a
particular adjacency (egress interface) with a neighbor router.
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Routers automatically generate adjacency IDs outside of the
reserved node ID block. Thus, the segment identifiers determine
the path of transmission of data packets.

There are two kinds of segment identifiers:

— Pr fix SID — Segment ID that contains the IP address prefix
computed by the internal gateway protocol on the service
provider's core network. Prefix SIDs are globally unique. The
node SID is a special form of the prefix SID that contains the
node's loopback address as a prefix. It is declared as an index in
the global SR block (SRGB) for a particular node.

— djacency SID — Segment ID that contains the adjacency
of the local router to its neighbor. Essentially, an adjacency SID
is a connection between two routers. Because the adjacency SID
is specific to a particular router, it is locally unique. Thus, the
adjacency SID is a local label that points to a specific interface
and the interface of the next hop along the data packet path.

The Global Segment Routing Block (SRGB) is a range of
labels reserved for segment routing. SRGB is a local property of
the segment's routing node. When using segment routing, each
node can be configured with a different SRGB value, and
therefore the absolute value of the SID associated with the
interior gateway protocol prefix segment can vary from node to
node.

I1l. The label stack as one of the key components
of segment routing and a source of information
for monitoring the data transmission network

One of the main sources of information for monitoring these
networks can be a label stack. In segment routing, the segment
may be the node itself, rather than the link between the nodes. In
turn, the label (segment), which is for one node its own
identifiers, for another will be in fact a command that must be
executed.

Figure 1 shows a block diagram of the label stack processing
process within the segment routing technology.
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Figure 1. Block diagram of label stack processing
within segment routing technology
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Each node with the segment routing function involved checks
the top label of the stack with its identifier and the identifiers of
its neighbors. If the identifier matches the SID of the neighboring
node, then the packet is transmitted to the specified node
(FORWARD command), otherwise the top label is removed
from the stack and the next label is read, which may contain both
the SID of the next node or the port identifier for sending data to
it. If the stack is empty, then the segment routing mechanism
stops, and further data transfer continues using standard methods.

It is the label stack that allows to get a map of serially
connected nodes in the network, however, the presence of the
FORWARD command, which is undoubtedly convenient for
using abstraction when building a route between remote nodes,
does not allow to get the most accurate and detailed network map
within this architecture. The most accurate data can only be
obtained based on a fairly large sample of label stacks, and if the
node was not noticed by the monitoring system at all for a long
period of time, then its participation in the data transfer process
can be questioned, because no route was built through this node,
or additional processing of packet labels on this node was not
performed.

Figure 2 shows an example of how a label stack is handled by
a segment routing mechanism.

Fant

Lebal Srek
y
4 Lsbalsths
firet abal Im
thaztek:

Crome-thw labal meteh the 3 0 af
the lagel routsr™

E

Fenoxing alabel Trensfar t the et
fremthsdek nas

L 3

Peeie: Frosrzans:

Ll

Figure 2. An example of processing a label stack
by a segment routing mechanism

Segment IDs can be combined as an ordered list (stack) to
perform traffic engineering functions [8]. The segment list may
contain multiple adjacency segments, multiple node segments, or
a combination of both, depending on the requirements for
forwarding data packets. In the example shown in Figure 2,
Router A could alternatively send a label stack (104, 203) to
reach Router E using the shortest path and ECMP technology,
and then through an available interface on Router D. Router A
does not need to advertise other hosts in network about the new
path, and the state information remains constant on the network.
Router A ultimately enforces a routing policy that determines the
data flows that are destined for Router E and the route to forward
them.

With the constant removal of the label stack for each packet
passing in a given network, as well as with the availability of
information about the characteristics of the network nodes and
data transmission channels between them, it is possible to
calculate the load of each specific route in the network, each
node in the network, as well as each specific connection in the
network. networks. Suppose that the network has 2 channels with
a capital capacity of 100 Mbps and 1 Gbps, a static route
between segments on the first channel, even with an increase in
the number of data streams, will quickly exhaust its bandwidth
limits. But, thanks to the ability to track the congestion of data
transmission channels, it is possible to detect potential problems
in advance and take measures to rebuild routes before a critical
situation occurs, as well as identify and eliminate bottlenecks in
building routes. It should be noted that within the segment
routing, due to its flexibility, there is a UFP (Unified Forwarding
Pane) mechanism that allows to combine data transmission
networks of various sizes, for example, LAN, MAN and WAN.
At the same time, their independence from each other at the level
of management and administration processes is preserved [9].

IV. Provision traffic engineering and management
mechanisms

Traffic Engineering (TE) is the ability to control the direction
of traffic in order to fulfil certain conditions (channel reservation,
network load distribution, balancing and congestion prevention)
[10]. Conventional routing protocols (1S-1S, OSPF) provide
limited traffic control capabilities based on the metrics of the
links that make up the network [11].

To provide load balancing using segment routing, it is
possible to use dynamic engineering to redirect traffic through
the nodes of various telecom operators using the UFP
mechanism. Since a controller is needed to dynamically build
routes, organize failure protection and management in such
networks, organizing the simplest interaction between controllers
in the networks of different telecom operators can allow traffic to
be exchanged by sending simple requests for bandwidth
allocation in communication channels with further packet
encapsulation one operator into another operator's packet on the
border routers of their networks. But when one packet is
encapsulated in another, routing connectivity is lost, and the load
on edge routers also increases, which leads to the loss of the
essence of the flexibility of the segment routing mechanism.
Instead, it is possible to exchange a minimum number of labels
between edge devices, adding these labels to their own routing
tables for use in all neighboring networks.
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The segment routing mechanism in the exchange of
information between networks of different telecom operators can
provide another extremely useful function: without disclosing the
physical or even approximate network architecture, a
neighboring telecom operator can provide information about its
available routes to external networks using label forwarding [12].

Figure 3 shows a possible way to organize a protection
mechanism against failures that occur during data transmission
by redirecting traffic to a third-party ISP based on segment
routing.
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Figure. 3. Organization of a protection mechanism against failures
that occur during data transmission by redirecting traffic
to a third-party ISP based on segment routing

As can be seen from Figure 3, if the data transmission
channel between nodes R2 and R3 in the network of the ISP is
interrupted, it can be used the cloud infrastructure of a third-
party ISP to ensure data transmission between nodes R1 and R3.
To do this, it is absolutely not necessary to have information
about the architecture of those network. The SR mechanism in
the network of third-party ISP will take over all the work of
switching traffic on its side. To do this, traffic from node R2
must be forwarded to a node in the network of a third-party ISP
using the Topology-Independent Loop-Free Alternate (TI-LFA)
protocol with the same stack of nodes. The TI-LFA protocol
supports the protection of nodes and data links in any topology,
compensating for the shortcomings of traditional tunnel
protection technologies. The receiving party only needs to know
the location of the ingress and egress forwarding points in its
network. Even if there were intermediate nodes between nodes
with a problem connection, thanks to the use of the TI-LFA
protocol, these nodes can be ignored, thereby reassembling a
new stack of route segments. If the stack is forwarded
unchanged, then the nodes in the third-party ISP segment must
forward traffic to the first known node in the stack, thereby
discarding intermediate inaccessible nodes. Segment routing
technology does not require in its use the use of notification
mechanisms about the state of nodes and links between them. All
routing decisions are made by the source using the internal
gateway protocols, for example, OSPF or 1S-1S, or the controller,
specifying the available routes.

All available paths can be labelled (using, for example, the
RGB label color scheme) according to their declared
characteristics. By simply passing a color label with a route stack
between controllers, it will be possible to ensure quality of
service (QoS) performance even when traffic is redirected. The
route exchange packet format proposed below will allow
neighboring controllers to obtain the necessary information about
their routes in an exhaustive way (Figure 4).

ISP label | IP address of the

ingress point

Route label stack | IP address of the | Route marlang | Route cost

egress point

Figure 4. Possible format of the route information exchange package
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The proposed exchange format provides the following data:

— ISP label — is a pointer to the ISP providing the route and is
required for internal calculation of both billing (traffic
accounting) and route cost calculation algorithms within the
network of the recipient's ISP;

— IP address of the ingress point — required to add
information about the adjacent segment on the boundary
segment. Without this field, hosts simply do not know where the
entry point of the route is;

— oute label stack — numbers of segments required for
traffic switching in the network of another operator, these labels
must be added to the stack or encapsulated by some mechanism
at the edge nodes. For the mechanism described above to work, it
is necessary to have at least the ingress and egress route points in
a foreign network to eliminate re-encapsulation;

— IP ddress of the egress point — needed to find the segment
closest to the output in the home network;

— oute marking — standard color marking of the route
corresponding to one or another used QoS metric;

— oute cost — the original cost of the route as determined by
the sender.

In view of all of the above, the stack can be considered as a
vector of the direction of the packet through the network, its
additional color label can serve as a “weight” metric, or be
considered as another variable in the vector.

After receiving a packet with this data format, the controller
needs to determine whether the route can be used according to
the ISP label by any available mechanism, for example, OSPF or
IS-IS, then find the nearest segment to the specified address of
the input node and add the label to its global stack or configure
the adjacency index to the specified node on the interface leading
to this address.

By configuring the ingress point, the controller can add a
route to its route matrix. At the same time, by internal
mechanisms, based on the provided metric and label, he can
calculate the new cost of the route, as well as compare the labels
of characteristics. When adding such a route, the controller needs
to determine known routes containing the closest points to the
ingress and egress addresses and add routes with "embedded"
received stacks.

Since the IPv6 addresses themselves are used as markers in
the SRv6 networks being developed, the transmitted packet can
get rid of the addresses of the input and output nodes.

Such an organization of interaction completely abstracts the
ISP from thinking through the details of using classical routing
mechanisms, and a simple exchange of labels of neighboring
networks will increase the flexibility of traffic engineering and
load balancing.

Figure 5 shows a scenario of possible interaction between
data transmission networks of two ISPs based on segment
routing technology.
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Figure 5. Scenario of interaction between data transmission networks
of two ISPs based on segment routing technology
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Figure 5 illustrates in detail what information two
neighboring segment routing domains need to have. The
interaction is based on the transmission of service information in
the format described above. To build two routes to node R3, one
of which runs through the network of a third-party ISP2, it is
necessary to form a stack of route labels to node R3. Based on
this information, SR controllers can integrate edge nodes into
their network, knowledge of which will allow switching traffic
simply by moving along the generated label stack of the route, no
matter how complex and long it is. Figure 5 shows that in the
case of data transfer between nodes R1 (SID 101) and R3 (SID
103) (the data transfer path is shown by a yellow arrow), if for
some reason it is not possible to transfer data between nodes R2
(SID 102) and R3 (SID 103), traffic will be directed towards
node R4 (SID 201). Two new labels, 201 and 202, will be added
to the label stack. Traffic is then forwarded to the R4 router
interface, and the route label stack will look like this:

{101,102, 201, 202,103} .

Node R4 is a node of a neighboring carrier, and we are
completely indifferent to the details of the routing process within
this domain. The mere information that the next segments in the

forwarding will be segments {201,202} is sufficient for the

routing mechanism and ensuring that traffic enters the R5 node
(SID 202) by any means. And the next label 103, which belongs
to node R3, is the boundary for node R5 and is known to its
domain due to the route data exchange format described above
(the data transmission path is shown by the blue arrow).

[ — Y AR gy
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Figure 6. Traffic engineering within two adjacent data transmission
networks based on segment routing

As can be seen from Figure 6, if ISP2 provides more detailed
information about the number of SR nodes in its network, or at
least provides individual nodes as transit waypoints, integrating
this information into its SR controller and supporting interaction
with these nodes, as well as building based on their routes,
opportunities open up for traffic engineering in this network. For
example, when transmitting data from node R1 (SID 101) to
node R3 (SID 103), without additional information, there would
be only one route 101-102-201-205-202-103 (blue arrow)
alternative to route 101-102-103 (yellow arrow), but knowing at
least one more node in the neighboring segment routing domain
opens up the possibility of routing traffic through the new route
101-102-201-205-20x-208-202-103 (red arrow).

At the same time, having received information that there are
several 20x nodes in the network, you can get and organize a
group of routes, load balancing between which (neighboring
hubs and intermediate nodes in the network of a third-party
operator) is handled by the operator himself and his segment
routing controller.

Knowing several intermediate segments, several data transfer
routes are determined at once, requesting new routes and their
color labels on these nodes, it is possible to organize load

balancing and make a decision on traffic redirection to meet QoS
characteristics.

In essence, segment routing has already implemented an
approach to choosing a route based on the source through a
matrix of routes and their metrics, however, in order to use the
mechanisms described above for transmitting packets using
segment routing in networks of different ISPs, it is necessary to
implement a mechanism on the controller side, supplement the
matrix again received routes from third-party controllers, ensure
the introduction of a new label into the vector about belonging to
a particular operator or, if necessary, even a real value label. All
this will make it possible to optimally select routes even in the
absence of critical situations, for example, to compensate for the
previously transmitted traffic of another operator, choose its
vectors as a priority to reduce costs in its own network.

V. Conclusion

Segment routing replaces various IP/MPLS protocols and
increases the flexibility of working with services. It allows to
reduce the number of protocols in IP/MPLS networks, as well as
simplify their operation and maintenance. With its help, it is
possible to determine the optimal shortest paths for data
transmission, provide fast rerouting, global resource prediction,
optimization of traffic routes in transport networks, and the
proposed method can help achieve these goals.

Segment routing is a flexible, scalable way to route sources.
The source chooses a path and encodes it in the packet header as
an ordered list of segments. Each segment is identified by a
segment identifier (SID), which is a 32-bit integer.

Segment routing allows to simplify the level of network
management, reduce the requirements for routers, achieve
flexible expansion and network scalability. It provides an
unprecedented level of traffic control. At the same time, it can be
introduced into existing networks. All of this shows that the
future of segment routing has so much potential to transform
networks and the services they provide quickly and flexibly.

With segment routing, the network no longer needs to
maintain state on a per-application, per-flow basis. Instead, it
obeys the shipping instructions contained in the package.
Segment routing is based on a small number of extensions to the
IS-IS and OSPF protocols. It can work with MPLS or IPv6 data
plane and integrates with MPLS multi-service capabilities
including L3VPN, VPWS (Virtual Private Wire Service), VPLS
(Virtual Private LAN Service), and EVPN (Ethernet VPN).

It is also important that segment routing is capable of
supporting future services within 5G and loT networks, and it
can be considered as the foundation for building new generation
transport data transmission networks, since in order to introduce
innovative services, the transport network must support flexible
programming of services, network segmentation (network
slicing) and customization based on user needs.

Knowing several intermediate segments, it is possible to
determine several routes for data injection at once. By requesting
new routes and their color labels on the respective nodes, it is
possible to organize load balancing and make a decision to
redirect traffic to meet QoS characteristics.

T-Comm Tom 16. #5-2022




References

1. AV. Alyoshintsev (2011). An overview of wireless systems
with the ability to implement the principles of dynamic routing when
transmitting signals and commands from one node to another in smart
buildings. T-Comm. No9. S5. 2011, pp. 8-13. (In Russian)

2. A.\V. Alyoshintsev (2017). Modeling of modems in conditions
of multi-connected network topology with dynamic routing.
Methodological issues of teaching infocommunications in higher
education. 2017. V. 6. No. 3. pp. 4-6. (In Russian)

3. C. Filsfils, K. Michielsen, K. Talaulikar, “Segment Routing,
Part 1”. Cisco Systems, Inc., 2018.

4. A. V. Shvedov, D. V. Gadasin and O. G. Klygina, "Determining
Shortest Paths between Two Arbitrary Nodes in a Composite Transport
Network Using Segment Routing," 2021 Systems of Signals Generating and
Processing in the Field of on Board Communications, 2021, pp. 1-8, doi:
10.1109/IEEECONF51389.2021.9416072.

5. A. V. Shvedov, D. V. Gadasin and E. V. Pak, "Application of
the Backman Model for the Distribution of Traffic Flows in Networks
with Segment Routing,” 2022 Systems of Signals Generating and
Processing in the Field of on Board Communications, 2022, pp. 1-5,
doi: 10.1109/IEEECONF53456.2022.9744344.

6. AV. Shvedov, D. V. Gadasin, O. G. Klygina (2022).
Organization of interaction of fog computing and segment routing for
the provision of 10T services in smart grid. Synchronization systems,
signal generation and processing. 2022. Vol. 13. No. 3, pp. 40-49.

COMMUNICATIONS

7. C. Filsfils, S. Previdi, L. Ginsberg, B. Decraene, S. Litkowski,
R. Shakir, “Segment Routing Architecture”, document RFC 8402, 2018.

8. D. V. Gadasin, AV. Shvedov, A\. Koltsova (2021).
Probabilistic assessment of virtual cluster construction. Proceedings of the
international symposium "Reliability and Quality". 2021. Vol. 1, pp. 87-92.

9. D. V. Gadasin, A. V. Shvedov, O. G. Klygina and I. V. Shulginov,
"Routing Management System Formation for Machine-to-Machine Interaction
in a Decentralized Environment," 2021 Wave Electronics and its Application
in Information and Telecommunication Systems (WECONF), 2021, pp. 1-7,
doi: 10.1109/WECONF51603.2021.9470710.

10. D. V. Gadasin, A.V. Shvedov, O. G. Klygina, D. D. Gadasin
(2021). Implementation of the fog computing platform for the provision
of 10T services. REDS: Telecommunication devices and systems. 2021.
Vol. 11. No. 2, pp. 65-75.

11. V. V. Maklachkova, A. V. Shvedov and S. Alyev, "Analysis
of Resilience Indicators in Corporate Networks and Possible Ways to
Improve It," 2022 Systems of Signals Generating and Processing in the
Field of on Board Communications, 2022, pp. 1-5, doi:
10.1109/IEEECONF53456.2022.9744353.

12.  D. O. Marchenko, O. G. Klygina, D. V. Gadasin, A.V.
Shvedov (2021). Ensuring load balancing mechanisms in networks with
segment routing based on monitoring data. Promising technologies in
information transmission media: materials of the 14th International
Scientific and Technical Conference, Vladimir, October 06-07, 2021.
Vladimir:  Vladimir State University named after Alexander
Grigoryevich and Nikolai Grigoryevich Stoletov, 2021, pp. 419-422.

CErMEHTHAA MAPLUPYTU3ALINA B CETAX NMEPEAAYUN JAHHbIX

Llleedoe AHOpell Badecnaeosu4, Mockosckuli mexHuveckull yHugeepcumem cessu u uHgpopmamuku (MTYCH), Mockea, Poccus,
a.v.shvedov@mtuci.ru
Fadacun [Jenuc Badumosu4, Mockosckuti mexHuyeckuli yHusepcumem ceasu u uHcpopmamuku (MTYCH), Mockea, Poccus,
dengadiplom@mail.ru
AnéwuHuee Andpei Bnadumupoeud, "HauuoHanbHbli uccnedosamenbckuti MockoscKui 20cy0apcmeeHHbIti cmpoumesbHbli
yHusepcumem" (HWUY MI'CY), Mockea, Poccus, alyoshintsev@mail.ru

AHHOTauuA

TenekoMMyHWKALIMOHHAA CETb ABMAETCA PYMMON Y3MO0B U CBA3EN MEXAY HUMM, OCHOBHAA Lieflb €€ OpPraHW3aLymn 3aKoYaeTcs B nepegaye
“H}pOpMaLMM 32 onpefeneHHbI MPOMEXYTOK BpeMeHu. [1ocKorbKy ceTb ABAAETCA JIULIb UHCTPYMEHTOM, TEXHONOMMW NMPUMEHEHNA 3TOro
MHCTPYMEHTa K nepesaBaeMoil MH(OPMaLMN MOTYT BapbMpOBATLCS, T.€. A/IFOPUTMbI NEPeAadin MHPOPMaLMKU MeXAY y3namu, BbIGop nopaa-
Ka nepejaqu, NOCTPOEHWE MapLUPYTOB OT OAHOrO y3/a K APYroMy MOryT OTIMYATbCA B 3aBUCMMOCTU OT MPUHLMMOB OPraHM3aLmm CeTU 1
uenei nepegdain nHpopMaummu. OZHOM U3 TakKUX TEXHONOTUN ABNAETCA CerMeHTHas MaplupyTusaumsa (Segment Routing, SR), cozgaHHas
AJ151 TOro, Y4TOGbI YCOBEPLUEHCTBOBATb METOAbI paboThl C CeTbio, ee BUAEHUE U YCTPaHUTL MPOGIEMbI, MPUCYLLME PaHEE UCMIONb30BABLLMM-
CA Ha JaHHbIX ceTAX TexHonornaM. CerMeHTHan MapLUpyTU3aumua NpeAcTaBiAeT cObOM BaXKHbIN SBOJIIOLMOHHBIN LIAr Bnepes B obnactu
MPOEKTUPOBaHUsA, YNPABIEHUA U SKCMITyaTaLM COBPEMEHHbIX CETel nepefayn JaHHbIX. BaHbIM MexaHU3MOM obecneveHns onTUMU3aLm
UCMOJIb30BAHMUA CETEBbIX PECYPCOB ABMAETCA MeXaHW3M 6anaHcUpoBKU Harpy3ku. [JaHHble O COCTOAHWM Y3NOB M KaHAIOB Mepefayn AaH-
HbIX B CETU MOTYT CyLLiecTBeHHO obnerinTb 3agavy obecnedeHns GanaHcMpoBKuM Harpy3ku B ceTu. [laHHas cTaTba nocsslieHa 0630py Tex-
HOMOTUM CErMEeHTHOM MapLUpyTM3aLMK, @ TaKKe PACCMOTPEHMIO CYLLECTBYIOLLMX MPEANOChINOoK AnfA 6onee akTMBHOrO BHEAPEHUA U WUC-
noJsib30BaHUA AaHHOVI TEXHONIOMnN.

Knioueeble cnoea: ceemeHmHas mapwpymusauus, mapwpymusauus, 6a1aHCUPOEKA HA2Py3KU, MOHUMOPUH2 CeMuU, MeMKU, CmeK Memok,
SID, Traffic Engineering.
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