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At present, due to the constant growth of the volume of trans-
mitted information, more and more attention is paid to the
issues of the possibility of increasing the transmission speed due
to the use of the transmission mode "above the Nyquist rate".
Despite the relevance of this research topic, due to rather large
mathematical difficulties, it is difficult to obtain significant
results. One of the theories that allows for a breakthrough is the
rapidly developing theory of resolution time developed for phase
radio engineering data transmission systems and information-
measuring optoelectronic systems with PAM-signals with square
pulses. This paper presents a novel method for capacity and res-
olution time estimations with polynomial computational com-
plexity that does not depend on the size of the channel alphabet
of PAM-n-signals and is determined only by the effective memo-
ry value. The shape of pulse of PAM-n-signals has arbitrary form
and amplitudes take only possitive values. The method also
allows estimating the time limiting possible deviations due to
the sampling error in time, at which the information about the
channel symbol will be read error-free or with a given error
probability.
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Introduction

At that moment, serial data transmission systems with pulse
amplitude modulation signals (PAM-signal) are widely used in the
following areas in wired communication systems (local area net-
works, storage area networks, wide-area networks and etc.); 2)
digital television. While the serial link transceiver circuits have
kept pace with the increase in processor speed, the physical inter-
connect between the devices has changed very little. However,
signal attenuation, dispersion, and connector reflections limit the
capacity of these links.

Recent protocols that support high-speed backplane commu-
nication such as InfiniBand, Gigabit Ethernet, Thunderbolt and
have been adapted to consider the signal integrity issues in high-
speed backplanes [1]. But further development of these standards
leads to significant capacity limitations caused by deterministic
jitter caused by data transmission [2].

This fact is proved by the fact that previous decade (2000-2010
ss) was concerned as time when a drastic change in the design of
high-speed serial links is observed. Since Silicon fabrication tech-
nology has produced smaller, faster transistors, transmission line
interconnects between backplanes have not substantially im-
proved [1]. This has led to the fact that over the past decade there
has been some slowdown in the development of this information
transfer technology, with forecasts to overcome it in the period
from 2025-2030.

This article is devoted to the developing of a method with pol-
ynomial computational complexity for study specifically deter-
ministic jitter in mentioned above systems. The creation of this
method should provide a solution to the following issues: 1) pre-
dicting the signal integrity problems that occur in wireline chan-
nels in serial links caused by data dependent jitter without re-
strictions on the constellation configuration and complex fre-
quency response of the frequency selective communication chan-
nel and pulse shape; 2) channel capacity and resolution time esti-
mation; 3) time limiting possible deviations estimation due to the
sampling error in time.

In contrast to the previously obtained results in the J.F. Buck-
walter’s, G.I. II’in’s and Yu.E.Polski works [1, 3-6] in this paper
the obtained method has no limitations on: 1) complex frequency
response of such channel, 2) on the size of signal constellations;
3) on the form pulse shape. In addition, a solution was also ob-
tained for capacity estimation for such communication systems us-
ing the linear receiver.

1. Math model of frequency selective channel
with PAM-signals. Problem Statement

According to the monograph [7] the block diagram of the
transmission path has the following form for such channel can be
represeted as follows (see Fig. 1)

a(t) S0 (D) Sout (1)

a'(t)

Signal

Shaper Sampler = Decision

Device

Channel

Noise N(t)

Fig. 1. Structural diagram of the transmission path
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At the input of the signal shaper, a message arrives that can be
represented as a lattice function a(t) in the following form

iMrS(t—(r—l)rs),

r=1

M

where 5(t) is Dirac delta function; | is the number of symbols in
information sequence; 1. =1/V, isa clock interval, determines the
transmission rate V;, M is the weight of Dirac delta function for
the depending on information content of the r-th signal element. Each

n —_
M, €M, where M={M_ | ={M, =kaM,+M, k=Ln}

is a signal constellation (SC) of PAM-n-signal; AM _ is a step be-
tween adjacent values of SC; M is amplitude shift of SC. It

should be noted that according to paper [7] thateach M, r = O_,I

takes equiprobable and independent one value from set M .
Signal shaper forms the PAM-n-signal. This action can be pre-
sented in the following form

s, (£) =3 M, g, (t—(k—1)z,)- @

where g (t) is a cutting function of signal shaper, signal shaper

pulse response [7].
When a signal (2) is applied to a frequency-selective channel
the output signal can be described as follows

sout (t) = Sin (t) * gch (t) 4 (3)

where g, (t) is impulse response of channel and * is convolu-

tion operation.
It should be noted that half duration of Oa (t) should be such

that it is the duration during which the transient response reaches
alevel of 0.9 from its stationary value, otherwise we need to check
if rule (10) is true ford = 1.

In this paper the sampler performs the following operation ac-
cording results of [7]

O N [ e

r=1 Ts Ts

where 1(t) is a Heaviside function.

Due to various unfavorable factors, the sampler can carry out
the read the value about the information parameter with some time
sampling error AT, e R . Since the expression (4) should be re-

write in the following form

ssp<t)=r'2.s°m(”s*“S)[l(t_(rr_l)rsJ‘l[tfsﬂ ®

S S

Decision device reconstructs each d = 1,_| channel symbol in
accordance with the rule

Mrec(drs)=Mp|p:p,, (6)
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where
pel,m: f (p',d)zr&% Hms(dts)—Mp|;
H, (0= 2O e 1)

k

norm

is measured signal on the output of channel after normalization
operation; Kk is normalization coefficient, its value estimation

is made by least mean square method using training sequence and
the following equalities must be hold M s = MSCI and
I\?Iscn = Mscn , where I\?ISCI and I\?Iscn are the math expectation of
normalized amplitudes of M w and M <, respectively, on the in-
put of decision device. The normalization procedure of the s_ (t)

occurs before the sampling procedure in sampler.
In this paper we use two type of noise is used:

1*type of noise n . (t) is a stationary random process; each

of'its section is a random variable, whose probability density func-
tion f (N ) is determined according to the following expression

1
()= 2a N elaal ™
0, N g[-A;A]

where A is the absolute value of the limiting measurement errors
caused by sampler. Its fiducial value is defined as Ay =A/AM

2" type of noise Noorm (t) is a stationary random process with

null math expectation; each of its section is a random variable,
whose probability density function f, ( N ) is determined accord-

ing to the following expression

1 NY
fn(N)_G — exp[—O.S(g] ], ®

where o7 is variance.

Based on the results of the work [3] the variance G° can be
estimated by using 6 = A/C, , where C, = F - (1 - Pa) ; B ()
is the inverse function of the standard normal probability distribu-
tion and P, is an anomalous error probability which determines
the probability of exceeding the value +A.

Based on (6) the recovered (received) signal we have the fol-
lowing form

o' ()= M_5(t-r.). ©)

r=1

It is obviously that in order to correctly recover the values of
each channel symbol of the data sequence, it is required that the
selected symbol duration channel symbol t, with time error sam-

pling AT, satisfies the set of values 1, + AT, €T , where for a set

T the following inequality is correct

H,, (dt,+AT,)-M,[<Q, <

(10)
A, (dT —(d =1)AT,)+n,,,, (dT —(d -1)AT,)

~

<Qu

(dt, +AT,)-M, is the set-
tling error for d-th channel symbol at the moment dt, +AT,; Q,

where A (dt,+AT,)=s

~ “out.norm

is the limit by which it can differ H__(dt, + AT, ) from the value

d-th channel symbol, at which ensures the correct recovery of each
channel symbol of the transmitted sequence; while it is obvious
Q, <0.5AM, Q, — 0.5AM .

According to results presented in papers [8-18] and expression
(10) the set T can be determined in the form

W
T = U [twst.i ;tw4end.i ]
i=1

an
Here t_ ., t .. are symbol duration at which it starts and
ends i-th transparency window, respectively, that is

[twm T endi ] cT;i= 1,_W and W are the number of the transpar-

ency window and their amount, respectively.

Obviously, at | — oo the set T determines the resolution time
W

tres = {tw.sl.i}i:1 o

e  when using a set of T symbol durations for the Vd = 1,_|

{twmlvi }\.Iil for the considered model, because:

-th symbol of the sequence and | — oo the following relation will
be true

A, (dT —(d —l)ATS)+nmm(dT —(d —l)ATS) < 1)
<AL (dT)+A<0.5AM
where

A, (0T F(d —1)AT, ) = max

A, (dT %(d —1)ATS)

Here, the settling error is maximized over all possible realiza-
tions of symbol values in the transmitted sequence with the number
of symbols equal d for each channel symbol duration value. Obvi-
ously, that for the output PAM-n-signal for given values of Q, u
A we can specify the value of magnitude admissible settling error

A

which is determined using the following system

Aadm ZQA -A } (13)

— oA, (AT F(d-1)AT,) <A,
Hd : Amax (d lj (twAst.i _O’ 8)) > Aaclm’Amax (dtw.st.i) = Aadm ’ (14)

adm

vd =L1,1

max

Wherein tw‘s can be defined as follows

t.i

and t as follows

w.end.i

3d: A (d U (t, s +0, g)) > Apgs Ay (g ) = Ay, - (15)
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Here and below U ( . ) is a e-punctured neighborhood.

According to results of papers [8-15] the general group of
capacity estimations is determined as follows

C=t, 'log,n

(16)

W w
s — {tw.st.i }i:I o {tw.end,i }i:I
the set of capacity estimations can be represented as follows:

c=c, , ;C=cC

Based on the expression (16) and t,

(17)

tres =twsti

tres =twendi

Here, C'i' and C'i" are estimations of the upper and the low limit

of the capacity, respectively, for the i-th “transparency window”.

Analyzing expressions (1) — (15) and taking into account the
results of the papers [8-10] the problem statement can be formed
in the following form:

1) combinations of transmitted channel symbols must be
found for which the settling time is the greatest;

2) a rule for estimating the required number of sequence sym-
bols is defined, under which, due to the validity of the transposi-
tion principle for linear frequency-selective communication chan-
nels, an estimate of the resolution time with given accuracy will
be provided.

3) the rule for determining the limit range AT, should be for-

mulated.

2. The Resolution Time Theory for PAM-n-signal
and Frequency Selective Channel. Problem Solution

2.1 Polynomial Complexity Algorithm to Estimate the Great-
est Settling Time

Taking into account the results of the theory of resolution time
for radio engineering data transmission systems [8-18] and expres-
sion (12) we need to solve the following problems:

1** problem is to get the expression for estimation T, when
inequality (12) is true and subject to fulfillment AT, =0;

2" problem is to synthesis the rule to estimate AT, for each

value T, at which the equation (12) is true.

The solution of 1% problem has the following form. First of all,
we need to obtain the expression for greatest settling time estima-

: o 41 p ' P
tion td - {twst.i,d }i:1 U {twcnd.i,d }i:l
PAM-n-signal that consists of d symbols, when symbol duration

of each symbol is td Here t/, and t’ are symbol time

duration at which i-th transperency window starts and ends, p is
amount of transperency windows for greatest settling time t; .

on the output of channel for

.sti,d w.end.i,d

For this, it is first necessary to obtain expressions for deter-
mining the settling error A (dt ) for d-th symbol. In this case

the expression (3) convenient to represent in the following form

ZMP( (r=1)z);

(18)
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where P(t) is the response of a frequency selective channel on the
pulse with a unit amplitude generated by a shaper.
Let us transform the expression (18) using the following sub-

stitutions | =d, t=It =dr, and s, (dt)=M,+A(d7,).

As the result we get the following expression

:iMrP(( d-r+l)t,)= ZM, 4(1), (19
where P, | (rs): P((d —r+1)‘rs).

From equality (19) follows the desired expression for the set-
tling error for d-th channel symbol

zMr rd M =
, (20)

) -M,y[ Py (r)-1],

M, +Aset(d1:

set (dT

To determine the condition when the following relation

A (A1) = A,

expression (20) reaches its extremums assuming that t_ =t .

is true, let us find the conditions at which the

First of all, we solve the following problem

0, (dt;) _
aM1

A (dt) _

5'\/'2 : Q1)

()
oM,

After a series of simple transformations, system (21) will take
the form

P (té ) =0
Pq(ti)=0 (22)
Pig (tcli ) =1

In general case the solution (22) doesn’t exist, because:

1) A solution to the system will only exist when using a
raised cosine filter, which frequency response significantly differs
from such response for the real frequency-selective communica-
tion channel. In this case, the duration of the symbol and sampling
must meet the Nyquist criteria for ISI free reading information.

2) In another case the solution doesn’t exist since nowadays
Faster that Nyquist regime is used or a mode close in speed to it,
in which the reading of information about the channel symbol is
made in the presence of ISI.

It follows from the system (22) that the signal amplitude does
not affect the reaching extremums; therefore extremums occur at
the boundaries of the signal constellation. Therefore, for sequence

consisting of d-th symbols we need solve 201 equations to ob-
tain t; due to the same number of amplitude combinations that
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which corresponds to the sub exponential time complexity of the
algorithm.

To further simplify the computational complexity of the algo-
rithm of t; calculation, consider the expression (20) rewriting it

in the following way

ZM R.4(,)

% (R

)M [Rua () -1]. (R (5) -1

positive sum

|:Pd,d (TS)

negaitve sum

d-1

2M,

k=1

sz,d (Ts) X—(sz,d (Ts))"" My

1 (R

(TS)_l)

(23)
Where
%, (X) = sgn(sgn[x] +1) s (x) = sgn(sgn[x] —1) ; sgn(.)
is a signum function.
It is obvious that to determine the conditions when V1t _,vd :

bct(dt )

set come true:

1% set

vr,,vd ZM P (.

x+(P (rs))+

24

+M, ‘[Pd’d TS _l:l X+( d.d (Ts)—l)—>max;

d-1
RN SN R
+M, H:Pd’d (‘Cs)—l:H’XH(Pd d (TS)—I)‘—)min‘
2nd get
e, V- ZM Poa (2] (R (7)) + (26)
M [P ()1 (B 5 1) > i

d-1
vt,,Vd: I;Mk2 ‘sz,d ( )X—(sz,d (‘CS))-i- on
+Md H:Pd’d (TS)—lj‘Xi(Pd d (‘Eg)—l)‘ —> max.
The solution for the first set is ‘v’Mk] = |\/|Scn . M, = Msc"

(problem (24)) and VM, =M_ . M, =M_ (problem (25)).
For second set solution has the following form: VMkl =M,_
M, =M, (problem (26)) and VM, =M M, =M

lem Omuoka! UcTOYHHUK CCHLIKU He HaliaeH.).
Considering the above obtained results expression for
A, (d,) will take the form

A (dz) =[S, (2)1(]S. (x)|-[S (<)
8. (2 )18 (x)|-[s. (=) @ (=),

«. (prob-

sc, ?

)+

; 27

where

_|37

(TS))X1(|37(TS )|—

2

1(|S
) _ 1_ ( + (T )
1(t) is Heaviside step function;

()Z

+| dd

q)(r

S

Prd(T

S

I(M

Prd('c

s
r=1

|[Pdd(r) | Msc,X+ Prd(Ts

Using expression (27) the desired equation A (dt; ) =

used to evaluate t; takes the form

. (0 )1(]s. ()] -[s- (¢ )‘)+
+S_(t)1(|s (t)] /s (t )‘)‘(D(t;)

A —

adm

(28)

Analyzing (28) we can conclude that we have the polynomial
time complexity of the algorithm to estimate t; , because we need

to solve only one equation with 2d polynomials.

The solution of 2" problem problem has the following form.
To obtain the deviation set of symbol time sampling at which ine-
quality (12) is true we have to solve problem similar to first prob-
lem.

First of all, for this we need to obtain an expression for settling
error estimation for d-th symbol AT, 0 and symbol duration

p

T € U[t:mi S d:l’ Let us transform the expression (18)
i-1

using the following substitutions | =d +1, t= dt{ +AT, and

Sout (d‘t + AT, ) M, +A_, (dr;d +ATS). As the result we get
the following expression
(dr + AT, ) M, +A,, (dr;d +ATS) =
d+l . (29)

=ZM,P(dr;d +AT, —(r—l)rs).
r=1

After some simple transformations the expression for
A, (07, +AT,) takes the form

out

A (dt) +AT,)= MrP([d —r+1]t) +AT, )+ M, P(AT,)+

+Md+lpd,+l,d+l (T;d ’ATS)+ Md Pd,,d+l (’C;d ’ATS)_1:|'

(30)

where P’

rd+1(

AT, )=P([d-r+1]t, +AT,).
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To determine the condition when the following relation
A (T, +AT,

S.max

) A,4, 18 true, let us find the conditions at

which the expression (30) reaches its extremums. Here

AT, e = £ (A ) ={ AL, f (AL, |0 AT, RS 1) et s

AT, determines the range of sampling time error relatively to 'c;'d

S.max

, at which channel symbol can be read without errors at given A, in
the following way d! +AT, €] -|At, [+dt] ;c! [ f o ;! +AL, |
First of all, we solve the following problem
oA, (d, +AT, )
oM,
SCt (d T + ATS max )
oM,

€2))

OA, (d’t + AT, max)
a'\/Id+1

After a series of simple transformations, system (31) will take
the form

Py (24T, ) =0

S.max

Plo (T, AT, 0 ) =0

S.max

(32)

Pd d+1( ATsmax)_1

’
Pd+1 d+1 (

In general case the solution (32) doesn’t exist for the same rea-
sons as for the system (22). It follows from the system (32) that
the signal amplitude does not affect the reaching extremums,
therefore extremums occur at the boundaries of the signal constel-
lation.

Therefore, for sequence consisting of d-th symbols we need

solve 2%+ —
of amplitude combinations that which corresponds to the sub ex-
ponential time complexity of the algorithm.

To further simplify the computational complexity of the algo-
rithm, consider the expression (30) rewriting it in the following way

out(d1: +AT) Sp(r;d,ATS)+Sn(t;d,ATS),

AT, ) =0

1 equations to obtain AT, due to the same number

S.max

(33)
where
(T ) = S R (5T (e (67,

Py as (Tsd ’ L (Pd’ﬂ d+1 ( AT, ))

M, ‘Pd"dﬂ (,,.AT,)-1 (Pd’dﬂ( AT,)-1)

+Md+l

AT,)

T-Comm Vol.l17. #5-2023
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,ATS)=I:jZ__]:1Mk R, dﬂ( (Pk, d+1( AT, ))
Pd+1d+1( . Xf(Pdl+1d+1(‘c, AT, ))+

AT,)
R d+1( AT I‘X Pd'd+l( T, ,AT) 1)

AT, )1

S, (‘E;d

+Md+1

+M,

It is obvious that to determine the conditions when

A, (dr +AT, )

conditions set come true:

1% set

v, ,vd:S, (7, ,AT,) - max, (34)
v, vd:|S, (I . AT,) (35)
2" set

Vi, ,vd:S, (7, ,AT,) - min, (36)
v, ,vd:[S, (1, ,AT,) 37)
The solution for the first set is VMkl =M_, k=1d+1

(problem (34)) and VM, =M , k, =1,d +1 (problem (35)).
For second set solution has the following form: VMk1 = I\/ISCI,
k,=1,d+1 (problem (36)) and VM, =M, k,=1,d+1

(problem (37)).
Considering the above obtained results expression for

A, (d r;d + ATS) will take the form

sc; ?

A (AT, +AT,) = s;(r;d,ATs)l( (w,.AT,) —‘Sj(r;d,ATs))+
+8' (<, ,ATS)l(‘Sj<r;d AT, -[s: (%, ,ATS)) @o'(<,,AT,),

(38)
where
®'(1l, AT, )=
:1_1( (w,.AT, —|Sl(r;d,ATS))x1(|Sﬁ(r;d,ATS)— L(t;d,ATs)).

i

2

(%, A7) =% o (4T

M (Pl (2, AT)) [+ P (<,

$[ M (i (28T )+ Mot (Pl (2,58, )) |+
#[P (1, AT, ) =1 [ Mot (P (51,04, ) = 1)+

M. i (Phau (7,587, =1) |

Mo (Ploa (2,087,

AT, )[x
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S'(¢,.8T,) =[P (5,47

+M % (Pr',d+1 (T;d AT, )):| +‘Pd+1 d+l (

AT, )|x

x [ M. X (Pd,+l,d+1 (T;d AT, )) +M % ( Pyt.de (T;d AYR )):| +

+‘Pd,,d+l (T;d ,ATS)—

(Mo (R (2, AT, ) -1)+

+ MSCHX, (Pdl,d+l (T;d AT, ) _I)J"

Using expression (38) the desired equation
(d T + AT, max) A,,,, takes the form
(d‘t + AT, max) = Si(r;’d ,ATs.max)lx
><( '( ATSmax ‘S snm))+
(39
48 (€0 AT, )1 (‘s (0 AT, )| -[S2 (< ,ATsm)) v
x®'(t! AT, .., ).

Analyzing (39) we can conclude that we have the polynomial
time complexity of the algorithm to estimate AT, , because we

need to solve only one equation with 2(d+1) polynomials.
2.2 Algorithm for Resolution Time Estimation

In this section the algorithm for capacity, resolution time esti-
mation is presented in the form a brief description of the main
stages of its execution.

But first of all, it should be noted that by virtue of the validity
of the transposition property for LTI system and the cyclo-station-
ary nature of the behavior of the PAM-n-signal on its output due
ISI the following relation will be true

glm t" =t (40)
where t" = {Atind +1] }u{r;'d +At,,, } :

From equation (40) the following relation follows

It —t| <& (41)

where & is the precision with which the resolution time t__ is
determined using the greatest settling time t;’ for the d-th symbol.

The value of & in fact, the largest value of the residual data de-
pendent jitter level is determined by approximating the resolution
time by the largest settling time for the d-th symbol.

Algorithm listing
1. According to the previous papers on the theory of resolution
time [8-14], at first step we need to estimate the greatest settling
time for the third symbol t: using any numerical method for equa-

tion solution (28) with time accuracy €

| Mo (Pl (2,,8T,))

Ftime approximation accuracy g

jorizing series; T_

2. The parameter estimation € is made based on resolution
in the following form

res
e=min{e);e’ },
e, =min|H (T,)-H (T, +¢ ),

(42)
g :mTin|H (T)-H(T -l

where
To={t ) T =t )

H (x)=H, 0)1(|H, (x)]-[H_(x)[)+
+H_(x)1(|H x)|—|H+(x)|)‘Q(x)

is maximum signal amplitude, providing the maximum settling er-
ror, at the output of channel after transmission information se-
quence, consisting of three symbols, is transmitted. The ampli-
tudes of sequence should provide the maximum settling error.

0-3p(4 \[M e (P([4=rIX) M (P([4-r]x)) J+
+\P (M. (P(X)=1)+ M x (P(x)-1));

=3[P ([4-r)x \[MSC.L P([4=r1)+ Mo (P([4-r]x)) J+
+\P (M2, (P(x)-1)+M, X(P 1))

H+r

—‘Hi T

)(\

H+ s)

)

s s

Bl

c(x)=

The number of symbols in information sequence equal to three
is chosen taking into account the results of papers [8-18].

3. Parameters (Kk_ m s b = w) estima-

C-D C-D

tions are calculated for three (¢ = 1; 3) majorizing series (see table
1) utilizing the following rule C,De H = {h|h € N*}, C>D
(it is advisable to choose C =10 u D =3) and expressions for
G., (see table 1 and utilizing rules presented in table 2).

After estimation G, the majorized series are reconstructed
utilizing o, =k.h, +b,. Where S, — number of maxima

|Pde+Mj ()| for given value H; d >H.

4. The choice of the most appropriate type ¢__ of majorizing

opt
series is carried out on the basis of the analysis of the set

:{hc,|vq e[hc,;l’) (ucq (Tcom)_|P|'—H+1,|'(Tcom)| 2 O)SC :1,_3} >

which determines the numbers of terms used to estimate the resid-
uals of the series. Here U, is g-th term of the functional c-th ma-

[t\’v wis T (S )) Note that in the analysis it is
advisable to limit the value |" <20 . If h/ takes different values
for each type of majorizing series, then the estimate Copt will be in

the form [14]

=arg min Z Oqchy

c=1;3 =

(43)
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Table 1

Majorizing series and some properties [14]

= Zexp(_clhxs)
h-1

= Zczhxs eXp(_czhxs) =
h=1

Parameter 1% type series (c=1) 2™ type series (c=2) 3" type series (c=3)
zulh(xs): zuZh(Xs): Zusn(xs):
Series =t h=t het

(1 + c3hXS)eXp(—o3hxs)

£
h=1

XK, ki

Ky X, k,

k;X ks

i [ 1w (R2Kox exp(-2 . : -
h h=|- m+ﬁ+l hﬁ{{ W (Re e, exp( ))+b2+1ﬂ h —{{HWI(R“}}XSGXI’( 2))+b3+1ﬂ

InE,

C.y O =— ~(H) Gopy =
‘CS

W (-E,)
)

~ 1+W [-E exp(-1)]

O,y =
(SH 3H %(SH)

T

Comments: W-1is Lambert W function with branch -1 selection, [—I is ceil operation

Table 2

Rules used in the calculation parameters kC , bC

Are damped oscillations observed during the settling
of the impulse response?
No
= min {|Pd—H+1,d (T;)

Ty —max
Ty At
T E[tw.s! 133380end. 1,3]

E, =

P () |Prosna (7)) > 0]

Yes
Py (E)

A" = maxT,,

Tl-ll = :TMKI € T; = [t\:v,st.l,S’:;t\,v.end.p,?a] ‘ V'Cg € U (TMKI )X

X(|Pd—H+1,d (%)

E, =

<|P

d-H+Ld (TMKi ) ’

If h] takes the same values for at least two types of majoriz-

ing series, then the estimation C_ . is made according to the rule

opt

C,p = argminx

cel’

X(maX {uch(' (Tcom ) - P|Lh(’+1,|' (Tcom )

T

com

uch(' (Tcom ) - I:)I'—hf'+1,|' (chm) > O})
(44)

3
’ : ’
where | :argllnnz qchq.
c=1;3 q=1
5. The dependence of the effective channel memory on the
symbol duration is estimated as follows:

I%%p(
G(1,)=min{G'(1,):0< RE::; +Z|P(I’l‘cs)

n=1 n=
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where er =Qe&,Q, € [0,1;0,01]; ﬁc determined on the

basis R utilizing ﬁ. , presented in table 2.

onT

Next, the effective memory is evaluated:

o é[minA(t;)]—l, if é[min(t; )]—1 >3, 45)
2, if G[min(t;)]-1<3.

Then capacity estimation is made according (16) taking into

g
account t =tg, .

Conclusion

A novel method for capacity and resolution time estimations
with polynomial computational complexity that does not depend
on the size of the channel alphabet of PAM-n-signals and is deter-
mined only by the effective memory value. The shape of pulse of
PAM-n-signals has arbitrary form and amplitudes take only possi-
tive values.
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TEOPUA PA3PELLUAIOLLIETO BPEMEHU B OBJIACTU CUCTEM LLIMUPOKOIOJIOCHOIo OCTYIIA.
AJITOPUTM OLIEHKU OXXUTTEPA, OBYCJ1OBJIEHHOIO NEPEAAYEN AAHHbIX, U MPOMYCKHOWM
CrnocobHOCTM C NOJIMHOMUAJIbHBIM BPEMEHEM UCITOJIHEHUA

Jleprnep Mnba Muxaiinoeuy, KazaHckut HauuoHanbHeIl ucciedosamesbekuli mexHudeckul yHueepcumem um. A.H. Tynoneea - KA, 2. Kazahs, Poccus,
aviap@mail.ru
Xaupynnun Aneap Haunbeeuu, KasaHckuli HauuoHasnbHbIl uccnedosamesnbckull mexHudeckull yHusepcumem um. A.H. Tynoneea - KAM, 2. KasaHe, Poccus,
mr.khayrullin.a@gmail.com

AHHOTauuA

B HacTosllee BpeMA B CBA3M C NOCTOAHHBLIM POCTOM obbeMa nepesapaeMol MHOPMaLMKU BCe GonblLUee BHUMaHUE yAenAeTcsa BOMpOCaMm
BO3MOXXHOCTU YBENWYEHUA CKOPOCTU MEpeAadn 3a CHET UCMOMNb30BaHUA peXxuMa nepefayn "Bbille ckopoctn Haikeucra'. HecMotps Ha
aKTyaNlbHOCTb [JaHHOW TEMbl UCCNIEAOBAHUA, U3-32 JOCTATOYHO GOMbLUMX MaTeMaTUYECKUX TPYAHOCTEN MOMYYUTb 3HauYMMble pesysibTaThl
3aTpyaHuUTenbHo. OfHOM M3 TEOpUid, MO3BONAIOLLMX COBEPLUMTL NMPOPLIB B JaHHOW obnacty, ABNAeTCA OypHO pasBMBalOLLAACA TEOpUA
BPEMEHMN pa3pelleHus, pa3paboTaHHas A Pa3oBbIX PafUOTEXHUYECKUX CUCTEM Nepeaadn AaHHbIX U UHPOPMALIMOHHO-U3MEPUTESbHbIX
ONTUKO-3NEKTPOHHbIX cucteM ¢ AMM-curHanamm npamMoyronbHoi ¢opmbl. B AaHHOM cTaTbe npeacTaBneH HOBbIA METOA OLIEHKM
MPOMYCKHOW CMOCOBHOCTM M paspeLlaloLiero BpeMEeHW C MONMHOMUANIBHOM BbIYMCIIMTENIbHOM CIIOXKHOCTbIO, KOTOPas He 3aBUCMT OT
pasMepa kaHanbHoro andasuta AVM-n-curbana v onpegenseTca Tonbko o6beMoOM 3¢PpPEKTUBHOM NMaMATU KaHana, npu 3ToM ¢opma
UMMyNbCa ABNACTCA MPOU3BOJIbHOM, @ aMMIUTYAbI MPUHUMALOT TOJSIbKO MOJIOXUTENbHbIE 3Ha4eHUA. MeTo/ Takxke NO3BONAET OLIEHNUTb BpeMs,
OrpaHuyMBatoLLiee BO3MOXHbIE OTKIIOHEHWA U3-3a OLLUMOKK BbIGOPKM BO BPEMEHM, NMpU KOTOPOM MHPOPMaLIMA O KaHaslbHOM cuMBorsie ByaeT

cynTaHa 6e30WwmnboYHO unm ¢ 33JaHHON BEpOATHOCTbIO oLMBKMN.

Knioueenie cnoea: MCU, paspewarouiee spems, meopusa paspewarouwsezo spemeHu, AUM-cuzHanbl, nponyckHas cnocobHocms, dxxummep, 3asucawuil

om OaHHBbIX.
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