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Eye-tracking technology has been extensively used in web development, mar-
keting, and gaming mechanics because of the ability to obtain data regarding
the trajectory and gaze fixation points. Eye movement information may be
effectively used to study complex cognitive processes and human visual per-
ception. However, a significant issue of leaking user privacy has arisen with the
expansion of eye-tracking technology. Since the technology can obtain highly
sensitive information regarding user behavior and preferences, measures for
protecting personal data are required. At the current stage of the develop-
ment of technology, research on threats and means to ensure the security of
personal data has become a high priority in this field. Proper diligence in the
development and use of eye-tracking devices is becoming an integral part of
the process. Potential threats associated with collecting, storing, and trans-
mitting information about users' gaze should be considered. Various methods
have been proposed to ensure the security of personal data through the use of
eye-tracking devices. The anonymization of data, which is the removal or
replacement of personal identifying elements, appears to be among these.
Transparency and user agreement to the collection and use of gaze data has
also been an important aspect. This can be accomplished by explicitly provid-
ing information about the purpose of the data collection and the ability to con-
trol privacy. Threats related to the use of eye-tracking technology were con-
sidered, providing methods of ensuring the security of personal data. These are
important steps in the development of the field to protect user privacy while
improving the safety and ethics of using eye-tracking devices.
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Introduction

The ubiquitous use of eye-tracking technology enables novel
methods of interaction across a variety of devices. However, a
possible privacy problem arises related to the collection of a con-
siderable amount of personal information. Modern eye-tracking
technologies have been available for decades and have been used
in neuroscience, psychology, marketing studies, and simulations,
as well as in game development and various research studies
[1, 2, and 3]. Since 2009, the prices of eye-tracking devices have
been falling, which has contributed to the rapid spread of the tech-
nology. Although eye-tracking devices are increasingly becoming
popular, the loss of privacy is not transparent and evident to the
average user and requires special attention. In accordance to sta-
tistics, more than 96 billion data records have been compromised
on the Internet since 2009, and the number of users exposed to
identity theft will increase every year [4].

The human gaze is unique for revealing subconscious activity
which is complicated to control. Other human activity signals can
be easily masked. The person can change voice, appearance, and
force by pressing keys, however, the gaze can be controlled only
partially [5, 6, 7]. The complexity of falsification demonstrates the
considerable significance of user data being collected by third-
party websites without the subject's agreement. The problems as-
sociated with understanding the privacy consequences of the ubig-
uitous usage of eye-tracking technology and the compromise be-
tween the accuracy and velocity of gaze-based authentication re-
quire an urgent solution to ensure the information security of sub-
jects on the Internet.

The principle of operation of the eye tracking device

The eye tracker is a device which is installed or embedded in
a user's equipment for measuring the position and movement of a
human's eyes, or in other words, for determining the position of a
user's gaze on a screen.

The eye tracker consists of cameras, light sources, and algo-
rithms. A schematic representation of the positioning of the eye-
tracking device is shown in Figure 1. The light sources produce a
pattern of near-infrared light on the eyes. The cameras perceive an
image of the user's eyes and the model. The image processing al-
gorithm analyzes the peculiarities of the user's eyes and the reflec-
tion model. On the basis of the data, mathematical algorithms
compute the eye position and gaze position.

Eye-tracking is a technology for tracking eye positions, also
called gaze line or gaze point tracking technology. Eye-tracking is
a sensor technology that is required to determine the point of the
user's gaze in real-time. Visual attention direction is a piece of val-
uable information, which can be applied to a variety of purposes.
The experience has demonstrated that the gaze of a person im-
mersed in reflection is independent of the focus of consciousness
[8]. The technology converses eye movements into a data stream
containing information including eye position, gaze vector for
each eye, and gaze point.

The eye tracker uses near-infrared light which is projected onto
the eye and then uses a high-resolution camera to record the direc-
tion where the light is reflected from the surface of the cornea. A
schematic representation of the human eye and eye tracker is
shown in Figure 2. The data collected from eye-tracking devices
are often provided in the format of coordinates and time, while
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variations of the device also exist which provide additional infor-
mation, such as changes in pupil size [9, 10].
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Fig. 1. Schematic representation of the positioning of the eye-tracker

Light source

| Reflection point ____,.-""

Center of comeal
curvature

Normal at the

.. reflection point Image of the center
- of the pupil

Pit ...

Image of the center

S 6; uy of the glare
Center of mlahm]} \ . Camera . The central point
Lens ey, the camera
Iris \‘ ‘.\ \ \ “Visual axis
Eye HRR “ese.. Normal at the
| | \ Refractive point point of refraction
| ‘Comeal surface

., Optical axis of

" Pupil center
the eye

Aqueous humor

Fig. 2. Schematic representation of the human eye and the eye tracker
Information hidden in the gaze

On the basis of the data provided by the eye tracker, conclu-
sions about human characteristics can be obtained. A brief de-
scription of several attributes determined by the gaze is presented
in table 1.

The user's age can be indicated by the scanning trajectory, the
change of interests, and the factors influencing the choice of an
appropriate source. Assessment is formed with age and on the ba-
sis of prior knowledge and certain objectives. Age also affects sac-
cades (rapid, strictly coordinated eye movements occurring sim-
ultaneously and in the same direction) during the execution of an
assigned task [11]. On the basis of the obtained data, the approxi-
mate age of the user can be determined, as well as the symptoms
of various neurological and behavioral disorders detectable in the
existing eye movement disorders [12].

Multilingual users have a different reading pattern, since the
fixation is on the dominant language and, as a consequence, dif-
ferent saccades [13]. Nutritional research has demonstrated that a
person's body mass index can be estimated by presenting a set of
food images with various nutrient contents, leading to a determi-
nation of the user's body mass index using pupil dilation fixation
[14].

-
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When people meet, attention is primarily directed to the per-
son's face. By algorithmically tracking the user's gaze to the face
image on the screen, conclusions can be deduced regarding the
familiarity of the person with the user. The user's gaze is attracted
to a group of people on the basis of race, social level, and gender
[15]. Moreover, a person is also attracted to a visually appealing
face, as a result of which identification of the gender to which the
user is attracted is possible. An additional characteristic detecta-
ble by gaze is the user's health condition. As an example, people
with autism have different facial scans and rely on other consider-
ations when selecting an object of attention [16]. The change in
the radius of a person's pupil can also contain information. A di-
lated pupil frequently indicates a degree of interest. Several stud-
ies have demonstrated that women's pupil changes while viewing
illustrations with their partners are related to the hormonal cycle
[17]. A pupil change may also identify the user's state of drowsi-
ness or prostration. Generally, the normal pupil size is 2.0-4.0 mil-
limeters (mm) in bright light and 4.0-8.0 mm in darkness. Pupil
size in darkness and in natural light is illustrated in Figure 3. The
pupil size in the usual human condition depends on the brightness
of the monitor and natural light.

Table 1

A brief description of several attributes

The identification and authentication methods restrict access
to network resources. Biometric data is used for the implementa-
tion of access opening, the leakage of which would cause the im-
possibility of reuse because of the impossibility of replacement.
Figure 4 represents a graph of leakage from 2009 to 2025.

For instance, patients' medical records contain a lot of personal
information which is nearly impossible to anonymize. Information
leakages are associated with the identification of a person in 99
instances of 100.

During the mid-1990s, Massachusetts published medical rec-
ords summarizing the medical files of every state employee. The
governor publicly assured the data remained anonymous, remov-
ing the identifying details - name, address, and social security
number. In a short time thereafter, the governor received the med-
ical records including personal information through the mail. In
2022, about 20% of all healthcare-related organizations in Russia
had experienced information leaks, 45% of which were non-anon-
ymous, personal data [19]. Information about the city, sex, and
date of birth can be used to identify 50% of the people, and with
additional information about the zip code, the possibility arises to
identify about 85% of the people [20].

Table 2

Amount of leakage and compromised records worldwide

determined by the gaze
Attribute Source Year | Amountof | Volume of compro- Amount
Age Gaze trajectory, eye tremor leakage mised data records of records
Gender Gaze trajectory in billions per leakage
Race Gaze trajectory 2009 747 0.07 93 708
Body mass index Pupil dilation 2010 794 0.65 818 639
Sexual preferences Pupil dilation, gaze trajectory 2011 801 0.22 274 656
Hormonal cycle Pupil dilation 2012 934 0.37 396 145
Health condition Any changes 2013 1143 0.56 439 938
2014 1395 0.77 551971
2015 1505 0.97 644 518
2016 1556 3.15 2024 421
2017 2131 13.29 6236 508
2018 2253 7.28 3231247
2019 2509 13.7 5460 342
2020 2395 11.06 4617954
2021 4145 22.1 5331724
2022 4100 21.8 5317073
Estimated leakage
2023 3760 19.75 5252 659
2024 4095 22.24 5431013
2025 4435 24.9 5614430

Fig. 3. The left side is the human pupil in darkness
and the right side in natural light exposure

Threats and means of ensuring the security of personal data
while using custom computers with integrated eye-trackers

Information leakage of identity and interests violates the prin-
ciple of confidentiality of information self-identification. Users
become unable to independently determine the way information
about them is shared with others [18]. In accordance with statis-
tics, the amount of leakage has been increasing annually and is
expected to remain on the rise. The number of leaks and the vol-
ume of compromised records in the world are presented in table 2.

4145 2100 4095

Number of leaks
1]
2

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

Year

Fig. 4. Amount of leakage from 2009 to 2025
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The Netflix database of 100 million records with people eval-
uating movies has contributed to the realization of identifying
70% of people using only ratings for 2 movies and approximate
time [21]. On the basis of the data collected by the eye tracker, a
person may be identified with a 90% probability, knowing only 3
parameters: age, sex and medical conditions.

Therefore, with reference being made to the information pre-
sented previously, the conclusion can be made that the necessity
of developing identity theft protections is indisputable. The user
should be allowed to limit data collection and be informed about
the collection of confidential information and the potential conse-
quences. Several methods are available to reduce the collection of
personal data while using custom computers with embedded eye-
tracking devices.

However, the possibility for users of viewing and storing all
the output from the eye-tracking device remains an option. Oper-
ating system providers or the software developers of the eye
tracker would create an interface proprietary to the eye tracker
which would display a person's emotional state on the screen in
real-time based on the eye tracker's output.

The majority of modern eye-tracking devices use infrared light
to function. The method of physical barriers should be able to
overcome the problem of data leakage. The proposed method is
exceptionally straightforward, however, effective. The shielding
relies on the use of glasses with lenses with infrared light filtering.
Through software, eye-tracking data can be gathered from a con-
ventional camera [22, 23, and 24]. The use of hidden cameras as
eye-tracking devices entails the unauthorized collection of per-
sonal information. A shielding method is available to restrict the
collection of personal information from conventional and hidden
devices. However, the method has a problem if the technology be-
comes ubiquitous. Therefore, infrared light-filtered glasses would
become irrelevant because of the necessity of constant interaction
with eye-tracking devices.

The other method is the recognition of personal information
related to gaze, and biometric data [25]. The user has to be aware
of the scope, purpose of the collection and further manipulation of
confidential information. All the data from the eye tracker will be
particularly protected because a person can be identified on the
basis of this data. The other method worth consideration is based
on the use of a database of diligent content, including a variety of
scenes of content viewing outcomes with areas of interest being
marked by humans using eye-tracking devices. The database sim-
ulates personal data from a real-time eye tracker. Simulation can
be achieved through the use of visual-motor system simulation
[20]. In the presented method, the User Content block includes the
user database containing the user's content.

The Regions of Interest (ROI) block contains the real regions
of interest of users simulating human behavior while viewing con-
tent. Regions of interest represent areas in which the user focuses
the most attention while viewing the content. The Virtual Area
block creates a virtual area with a resolution several times higher
than the actual size of the main monitor. Content from the average
content base is transmitted to the virtual area. The installed eye-
tracking system captures the user's gaze point and transmits the
data to the coordinate displacement block. The vision model block
generates points and saccades of the human gaze, considering the
physiological features of vision, and replicating the vision of a real
person.
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The coordinate displacement block receives the original reso-
lution of the monitor with the content, the human visual system
model, and the regions of interest for the content, followed by the
creation of acceptable displacement coordinates and transmitted
to the virtual area. The pixel selection block displaces the main
content with the original resolution over the virtual area by the
coordinate calculated by the displacement block. Throughout the
manipulation, the intruder would encounter intermingled data, the
minority of which is real data, when attempting to steal the data.
A schematic representation of the eye-tracking data simulation
method is shown in Figure 5.

Eye tracker
v
Coordinate Visual model
UserCadbeat: = displacement block Saccade HVS
A 4
Virtual area > Pixel selection
block
A ¢
| Main screen
ROI

Average content

ditabaie —» Content selection

Fig. 5. Schematic representation of the method of simulating
eye-tracking data

The most recent method being proposed is the implementation
of a hardware-level status indicator in the eye tracker, enabling the
unauthorized collection of confidential information to be avoided.
Applying an indicator with multiple states, more significant infor-
mation can be determined, in particular, whether the eye tracker is
powered on, whether eye tracking is active, and the number of
people in the collection boundaries [5].

Although the various security methods deserve separate atten-
tion, two methods are worth mentioning: the shielding method and
the method using a database of diligent content. The shielding
method completely limits data collection, but has many disad-
vantages. Conversely, the method based on the use of a database
provides sufficiently high results of hiding personal information
without noticeable disadvantages. A brief description of the ad-
vantages and disadvantages of the presented methods and technol-
ogies of personal data security is presented in Table 3.

The above methods do not consider the dependence of tracking
accuracy on illumination. Tracking accuracy decreases with
strong room illumination, respectively:

Axtan

2 4 100%, (1)

D*0.5

P =100% —

where

—_— . ————
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D — pupil diameter
A — maximum possible displacement of the pupil center posi-

tion

P — accuracy of pupil detection
a — visual field of the eye tracker

Table 3

A brief description of the advantages and disadvantages
of the presented methods and technologies of personal

data security

A method or technol-
ogy for the protection

of personal data using
eye-tracking devices

Advantages

Disadvantages

Glasses with facial
recognition protection

Blocking up to 100%
infrared light, easy in use

Continuous use causes
discomfort, high cost

Recognition of personal
information related to
gaze, biometric data

More vigilant attention
to eye-tracking data
from law enforcement
agencies

No physical deterrent for
the intruder.

Implementing a hard-
ware-level status indi-
cator in the eye-track-
ing device

Facilitates detection of
unauthorized personal
data collection

The need for a new model
of eye-tracking device
with an embedded indica-
tor

Software for control-
ling the output from the
eye-tracking device

Provides the possibility
to analyze all output
data from the eye
tracker

No deterrent for the in-
truder.

Database  simulating
eye-tracking data

High reliability of data
hiding, prevention of

High resource intensity

data at the stage of de-
fining the regions of in-
terest

The average luminance after gamma correction is 18% of the
white luminance. The brightness of the displays is set in accord-
ance with the physiological characteristics, the optimal value is
considered to be 100 cd/m?. In conditions of natural or artificial
light, the optimum brightness varies from 150 to 250 cd/m?.

Recommendations for optimal monitor settings for maximum
tracking accuracy and convenience of application can be devel-
oped, by using the data on the correlation between the tracking
accuracy and the illumination. Figure 6 demonstrates the correla-
tion between pupil size and illumination brightness [26, 27].

Conclusion

With the passage of time and the cost decline, eye-tracking de-
vices have become increasingly popular in a variety of arcas of
life. Eye-tracking technology is unique among input mechanisms
because of the identification of individual user characteristics
which are complicated to falsify and conceal. Users agreeing to
the collection of personal data for the purposes of improving the
service are unintentionally exposed to leaks of sensitive personal
information. Using, processing, storing, and analyzing infor-
mation required to complete a particular task can reduce the risk
of leaks of confidential data.

This research has revealed a problem with the widespread use
of eye-tracking technology, which may threaten the privacy of the
technology's users. The advantages of using eye-tracking technol-
ogy in different areas are important, although, without the use of
policies and information security measures, the technology would

not be able to function because of the unreliability of use and the
security of personal data, despite the obvious superiorities.
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Fig. 6. Correlation between pupil diameter and illumination brightness
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AHAJIN3 YTPO3 U CPEACTB OBECINEYEHUA BESONMACHOCTU NMEPCOHAJIbHbIX AAHHbIX
MPN NCMNOJIb3OBAHWMU NMOJIb3OBATEJIbCKNX KOMIMbIOTEPOB CO BCTPOEHHbLIMU
YCTPOMUCTBAMMU OTCJIIEXXMBAHUA B3rNALOA

Unba Cacoros, Muxaun BamkuH, Oneca XuxeHnkoea, KceHus Hesxueneea, Mzopb Bnaciok,
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AHHOTaUuA

TexHoMOrMA OTCNEXMBaHWA B3MNAAA LUMPOKO UCMOSb3yeTcs B Be6G-pa3paboTke, MApKETUHIE U UrPOBbIX MEXAaHUKaX Bnarofaps BO3MOXXHO-
CTW NOJTyYEHUA AaHHbIX O TPAEKTOPUM U TOYKaxX pUKCauMu B3rNAAa. DTa UHDOPMALMA O ABMIKEHUAX FNa3 MOXET ObiTb 3PeKTUBHO UC-
Nonb3oBaHa AA U3YHEHUA CIIOXKHBIX KOFHUTUMBHBIX MPOLECCOB U BU3YanbHOM BOCMPUUMMHYMBOCTM Yenoseka. OAHaKo, C pacnpoCcTpaHeHu-
€M TEXHOJIOTMWN OTCNIEXXMBAHWA B3MMA42 BO3HUKAET Cepbe3Has npobneMa yTeyku KoHpuAeHUManbHOCTM nonb3osartenei. [ockonbky AaH-
Haf TEXHOJNIOMUA MOXET MOJyYaTb BbICOKO YYBCTBUTENbHYIO MH(OPMALMIO O MOJIb30BATENLCKOM MOBEAEHWUMN U MPEANOYTEHUAX, HEOGXO-
AVMbI Mepbl AN 3aLlMTbl NEPCOHASIbHBIX AaHHbIX. Ha AaHHOM 3Tane pa3BUTUA TEXHONMOMUI UCCIEA0BaHMA YTPO3 U CPeACTB obecneveHns
6e30MacHOCTM NepCoHasbHbIX AaHHbIX CTAHOBATCA MPUOPUTETHLIMK 3a4a4aMu B JaHHOW obnacTu. [NposeneHne 4OMKHON OCTOPOXXHOCTU
npu pa3paboTke U UCMOJSIb3OBAHUMN YCTPOMCTB OTCIEXMUBAHMA B3rMA4a CTAHOBUTCA HEOTLEMIIEMON YacTbio mpouecca. HeobxoamMo yuu-
ThbIBaTb MOTEHLMANbHbIE YrPO3bl, CBA3aHHble C COOPOM, XpaHEHUEM U Mepefayeit JaHHbIX O B3rNAAe monb3osatenei. [na obecneyenus
6e30I'IaCHOCTVI I'IePCOHaHbeIX AaHHbIX I'IpVI NCNOJIb3OBaHUN )’CTPOVICTB OoTCNneXxXumeaHmAa B3rnaaa npep,nararOTCﬂ Pa3J1VI‘-IHbIe MeToAbl. OAHVIM
N3 HUX ABNAeTCA aHOHMMU3aUUNA AaHHbIX, TO €CTb y,qaneHMe nnn 3aMeHa le,eHTVIq)VILI,VIP)’IOLIJ,VIX JINYHOCTb 3J1IEMEHTOB. TaK)Ke Ba>XHbIM ac-
MNMEKTOM ABNAETCA o6ecnequV|e I'IPO3Pa.‘-IHOCTVI W corfacus nosb3oBaTtesien Ha C6OP N UCnosnb3oBaHUE AaHHbIX O B3rnaae. 3T0 MOXeET 6bITb
,D,OCTVIFH)’TO I'I)’TeM ACHOro I'Ipep,OCTaBJ'IeHVIﬂ VIHd)OPMaLI,VIVI O uenax c60pa AaHHbIX U BO3MOXHOCTU KOHTPOJ’IFI 3a cBoen KOH¢VIAeHLI,VIaJ1b'
HOCTbHO. B AaHHOVI PaGOTe PaCCMOTPeHbI )’Fp03bl, CBA3aHHbIE C NCMOJIb3OBAHNEM TEXHOJIONMUN OTCNEXMUBaHUA B3rNAaga, n I'IPep,HO)KeHbI mMe-
TOAbI 06ecneHeva 6e30nacnocm I'IePCOHaJ'IbeIX AaHHbIX. 3T0 Ba’>XHble Warm B passmwm ,ElaHHOl‘/'I o6nacm, KOTOPbIe FIOMOF)’T 3alLUNTUTD
KOHd)VIp,eHLWIaHbHOCTb nosib3oBarenem u caenatb UCnoJsib3o0BaHUE )’CTPOVICTB OTCNEeXUBaHUA B3rnaaa 6onee 6e3OI'IaCHbIM N 3TUYHbIM.

Knio4yeenlie cnoea: nepcoHanuszauusa 0aHHbIX, 3dwuma qu)OpMGU,UU, KOHd)uaeHu,UCUTbHOCmb, omcnexueaHue 832s10a, UHd)OPMGuUOHHGﬂ 6e3onacHocmsb.
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