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Purpose: To provide reasonable identification of the states of the process of func-
tioning of the synchronization system in communication networks for making
rational and operational decisions on its management and technical operation.
It is proposed to achieve this goal by forming an entropy model of the dynamics
of the synchronization system based on the analysis of the values of its diagnos-
tic parameters. To identify the state of the process of functioning of the syn-
chronization system, it is proposed to use differential entropy as a system-wide
parameter for evaluating systems. The calculation of the differential entropy of
the synchronization system is based on the values of the differential entropy of
its elements, which are estimated based on the assessment of diagnostic param-
eters. Further identification of states is carried out by using pattern recognition
algorithms. Methods: research methods are used in the work, which are based on
the principles of the theory of networks and systems, system and mathematical
analysis, entropy and mathematical modeling. Results: as a result of the research,
an entropy model of the dynamics of the synchronization system was obtained,
an approach was proposed for assessing the state of the synchronization system
by analyzing its differential entropy as a system-wide parameter. The theoretical
significance of the work lies in the expansion of the methodological base for the
construction of control systems for the synchronization of communication net-
works. The practical significance of the work lies in the use of the obtained results
for the design and modernization of synchronization control systems in the field
of forming reasonable management decisions.
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Introduction

The efficiency and quality of the process of functioning of
modern and promising telecommunication systems significantly
depends on the synchronization system that is part of it. The syn-
chronization system is necessary for the formation, transmission
and distribution of synchronization signals to the digital equip-
ment of the telecommunication system in order to ensure their co-
ordinated interaction, to maintain the required quality of commu-
nication services at the proper level. Thanks to the synchronization
system in the telecommunication system, the clock frequency of
the digital signals of the required level is maintained, as well as
the stability of the master generators. The functioning of the syn-
chronization system is carried out using the principle of forced
synchronization. The need for synchronization signals arises both
in networks with channels switching and in networks with pack-
ages switching. The occurrence of failures in the synchronization
system helps to reduce the performance of related subsystems of
the telecommunications system [1-3].

The synchronization system is a complex heterogeneous struc-
ture that closely interacts with adjacent subsystems of the telecom-
munications system. Elements of the synchronization system in-
teract with each other through standard interfaces, which are de-
fined by national and international recommendations. The high-
quality functioning of the synchronization system is possible only
with the organization of an effective management system, which,
as a rule, has a multi-level hierarchical structure in accordance
with the regions of synchronization.

Direct maintenance of the synchronization system is carried
out through the technical operation system, which performs the
functions of monitoring, conducting the necessary measurements,
repairing and backing up if necessary. Delivery of synchronization
signals to end users is carried out through a synchronization net-
work, which includes various types of generator equipment,
means of delivery, distribution, retiming, recovery, and conver-
sion of synchronization signals [4, 5].

Thus, the generalized block diagram of the synchronization
system has the form shown in Figure 1.
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Fig. 1. Generalized structural diagram of the synchronization system

It should be noted that the synchronization system in general
form is superimposed on the adjacent subsystems of the telecom-
munication system, so it includes elements of guide systems and
transmission systems.
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1. The use of differential entropy to assess the technical
condition of the synchronization system and its elements

Entropy is a general system parameter, which is used to assess
the state of various structures, regardless of the subject area of ap-
plication. To assess the state of objects that differ in significant
complexity and stochastic nature, which are characterized by
many parameters and relationships, the use of differential entropy
is possible [6].

In general, differential entropy is determined according to the
formula (1) [7, 8]:

+00

H:—I f(x)In f (x)dx )

where f(X) is the density of the distribution of the signal of the
continuous source.

The synchronization system is a complex dynamic stochastic
system, therefore, to assess its condition, it is possible to use dif-
ferential entropy [7].

The assessment of differential entropy of the synchronization
system can be made through an assessment of the differential en-
tropy of its elements. To do this, it is necessary to represent each
element of the synchronization system in the form of Y (2).

Y =(Y,Y,,..Y,) ()

The elements of the vector (2) Y,,Y,,

diagnostic parameters. Each element of the synchronization sys-
tem is characterized by its set of diagnostic parameters, so vectors
(2) for various elements of the synchronization system will be dif-
ferent [7, 9].

As general diagnostic parameters of the synchronization sys-
tem and its elements, according to regulatory documents, you can
distinguish [1, 3]:

—re ative deviation of the frequency of synchrosignal from its
nominal value;

— the level of the phase of the synchrosignal phase at the en-
trance and output of equipment, expressed through MTIE and
TDEV;

— accuracy of memorization and maintenance of frequency in
the frequency retention mode;

— noise resistance to phase noise;

— he values of the gear characteristics for phase wandering.

For elements operating in networks with packages switching,
the following diagnostic parameters are used [1, 3]:

— accuracy of synchronization of data on the current value of a
second reference number;

— accuracy of the restoration of the interval of 1 Hz and the
reference frequency;

— accuracy of synchronization of the initial phase of second
references.

The listed diagnostic parameters are usually measured in pre-
determined control points of the synchronization network. These
diagnostic parameters can be supplemented by common -set pa-
rameters obtained using the SNMP protocol or proprietary proto-
cols of equipment manufacturers.

To estimate the differential entropy of an element of the syn-
chronization system, we introduce the following assumptions:

— he vector Y = (Yl,Yz’,,,,Ym) has a multivariate normal distri-

...,Y,, are the values of the

bution;
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— for a vector Y :(Y],Yz,,,,,Ym) it is possible to calculate the

covariance matrix X (3).

oy cov(Y,.Y;) cov(Y,,Y,)
cov(Y,,Y,) oy, cov(Y,.Y, 3)
cov(Y,,Y,) cov(Y,.Y,) .. oy

It is noted in [ 7] that the analytical determination of the entropy
H (Y) at the moment is possible only for a joint normal distribu-

tion. When using third-party distributions, there is no possibility
of finding a value that is similar to the determinant of the correla-
tion matrix for the joint normal distribution [7]. Nevertheless, the
use of a multivariate normal distribution looks legitimate due to
the significant complexity of the synchronization system and the
diversity of its elements. Estimation of the covariance matrix of
the vector Y is possible by analyzing the statistics of the technical
operation of the synchronization system and its elements.

The differential entropy of an element of the synchronization
system can be estimated using formula (4) [7]:
H(Y)= 2111[ (272)" |5/ |- ZH

)+= ln|R| H(Y),+H(Y), @

where |Z| is the value of the determinant of the covariance matrix

X of the vector Y; |R| is the value of the determinant of the corre-

lation matrix R of the vector Y.

Expression (4) allows us to conclude that the entropy of an in-
dividual element of the synchronization system is the sum of two
quantities. The value H (Y )z determines the limiting differential

entropy, which corresponds to the complete independence of the
diagnostic parameters of the element of the synchronization sys-
tem (entropy of chaos). The value H (Y)R shows the degree of

interrelationships between diagnostic parameters (entropy of self-
organization). Expression (4) also shows that the differential en-
tropy of an element of the synchronization system can change due
to a change in the dispersion of the values of diagnostic parame-
ters, as well as due to a change in the correlation of diagnostic
parameters [7, 10].

Tracking in continuous mode the change in the differential en-
tropy of an element of the synchronization system, you can track
its state, for this it is necessary to evaluate the change in the en-
tropy of chaos and the entropy of self-organization. If there was
an increase in the entropy of chaos, then there was an increase in
the scatter of the data of diagnostic parameters; with a decrease in
the entropy of chaos, the scatter of the data decreased. Similarly,
if the entropy of self-organization increased, then processes oc-
curred in the element of the synchronization system that led to a
decrease in the relationship of diagnostic parameters. With a de-
crease in the entropy of self-organization, the relationship between
diagnostic parameters increased [7, 10]. By estimating the entropy
of chaos and the entropy of self-organization, it is possible to track
the contribution of each diagnostic parameter to the change in the
state of an element of the synchronization system.

Applying the approach for estimating the differential entropy
of an element of the synchronization system in a similar way, it is
possible to estimate the differential entropy of the entire

synchronization system or its fragments. According to the dynam-
ics of the change in differential entropy, it is possible to find failed
elements, or elements whose functioning goes beyond the norma-
tive values.

2. Identification of the state of the synchronization system
based on the estimation of its differential entropy

Identification of the states of the synchronization system is
necessary in order to make informed decisions on its management.
Each state of the synchronization system can be associated with a
certain set of plans and strategies in the development of manage-
ment decisions to maintain its functioning process.

There is the possibility of many states of the synchronization
system to divide into subsets, each subset of the conditions put one
or more typical managerial decisions into line. Thus, the task of
managing the synchronization system is reduced to the classifica-
tion and identification of its conditions. Each state is characterized
by a certain set of diagnostic parameters, which means a certain
set of values of the entropy of the elements of the synchronization
system and the value of the entropy of the entire system.

To identify conditions, it is possible to use images recognition
algorithms. The recognition of images in this case means attrib-
uting the state to one of the known classes [11, 12]. In general,
three modes of recognition of images can be distinguished: recog-
nition without training, recognition with partial learning and
recognition with learning.

To identify the states of the synchronization system, it is pos-
sible to use learning recognition algorithms, since the synchroni-
zation system is a complex technical system with many conditions
and is regularly undergoing modernization, reconfiguration of el-
ements and means of synchrosignal delivery.

In recognition with training, many states of the synchroniza-
tion system can be divided into classes wi, s, ..., wk, each of
which is characterized by certain values of entropy. The values of
the elements of the synchronization system are calculated by ex-
pression (4) based on the values of diagnostic parameters at a
given moment in time. Accordingly, classes can be represented by
training samples (5):

X, X5 X, Je @,
X Xo 0 X, e 5)
XX, X, o,

where X 0 is the value of the entropy of the element n of the syn-

chronization system when related to the k-th state. In the general
case, wy 1s a vector consisting of n elements [13].

The new or current state of the synchronization system must
be attributed to one of the existing classes (5). In the general case,
this condition may coincide with any of the conditions included in
the classes w1, w,, ..., @k or to be in the range of classes of states.

Having thus identified the condition, it is possible to further
correlate it from the already existing managerial decision.

Initially, it is necessary to determine the main possible states
of the synchronization system. Among the main states, it is neces-
sary to highlight the condition in which the synchronization sys-
tem function with the characteristics that correspond to the regu-
latory values, and the conditions corresponding to the failures of
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the elements, generator equipment and the delivery means of syn-
chronization signals are also possible, and the release of interme-
diate states is also possible.

The correlation of the current state with reference ones is pos-
sible using the correlation algorithm and the distance in distance.
The correlation algorithm consists in determining the correlation
of the current state of the synchronization system with each of the
reference states. When using this algorithm, the state X refers to
the class of states for which the correlation coefficient is the larg-
est[11-14].

The correlation coefficient (CC) between the states Xi, X;j de-
termines the measure of their angular proximity and is expressed
through their normalized scalar product (6):

p(% X )= X3 1.2, (©)

p
ins : st .-
s=1 |>J=172"--5n (7)

The classes of states of the synchronization system w1, wo, ...,
wk will be represented by our training samples.

We represent the training samples of states w1, wa, ..., wx as
average entropy values for each state (8).
I
H = Z X i
n, 4=
1 & 8
Hy =— Xiz ®)
nz i=1
1 &
He =— z X i
nk i=1

where K is the total number of reference states, ux is the standard
(average value) of the entropy of the k-th class of states of the syn-
chronization system, n is the number of elements of the synchroni-
zation system, according to which the entropy is calculated [11-14].

The correlation of states, which are a vector, is determined by
the cosine of the angle between them. The cosine of the angle be-
tween the state vectors can be calculated from the scalar product
of the vectors (9):

(x’ﬂl):‘x“ﬂl‘cosal
(X>ﬂ2):‘XHﬂ2‘COSO‘2 ©))

(X’ﬂk):‘xHﬂk‘cosak

where X is the current state vector. ax is the angle between the
current state vector and the k -th reference state vector.
From (9) we obtain (10):
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cosq, ( ’z‘)
1
cosa, = (;((’Zz) (10)
2
cosar, = Kotk
© X

The scalar product of vectors and their moduli can be calcu-
lated in terms of their coordinates in N-dimensional space:

X =(X;,X,,..,X,)
M= (Xl, > Xlz »~~~,X1n)

(11)
Hy =(X2I,X22,...,X2n)
He = (X X e X )
(Xop) =X X, + X, X, et X X
(X,,uz)=X1X21 +X2X22+...+ anzn (12)
(Xo ) = X, Xy + X, X oot X X
X=X} +XT +.+ X
\M\z\/xj +XP 4+ X
(13)

1| :\/XZZI + X5+ X

\yk\z\/xfl + sz2 ot szn

Having calculated the cosines of the angles between the vec-
tors, it is necessary to find the largest one (14).

MAX COS &y = COS L, (14)

The expression (14) suggests that the angle between the vector
of the current state and the found vector found, and, accordingly,
the current state of the synchronization system can be attributed to
the found class of states [11-14].

If the condition of the equality of cosine values is fulfilled, and
these cosine are the greatest, then the current state of the synchro-
nization system can be attributed to any of these class classes.

Decisions obtained using the correlation algorithm are based
on the angular proximity of state vectors. The algorithm is appli-
cable if the angles between vectors within the same class are quite
small in comparison with the corners between classes of classes.
Decisions obtained by the correlation algorithm can be supple-
mented by decisions obtained when using the algorithm in dis-
tance.

When using the algorithm in distance, the distances are calcu-
lated from the current state to all possible in the n-dimensional
space. Subsequently, it is necessary to compare the found dis-
tances and select the smallest (15).
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mnin Fin = Tin, (15)

The value of i, for which the distance is minimal, determines
the class of states of the synchronization system. It should be noted
that if the found distances are sufficiently large and greater than
the minimum class diameter, then the current state should be as-
signed to a new class [11-14].

The block diagram of the methodology for identifying the
states of the synchronization system is shown in Figure 2.
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Fig. 2. Block diagram of the technique for identifying the states
of the synchronization system

The integrated use of the above algorithms makes it possible
to reliably identify the state of the synchronization system, which
in the future will make it possible to reasonably make management
decisions.

Conclusion
The synchronization system is a structure, the functioning of

which determines the performance of the entire telecommunica-
tions system and the quality of communication services.

Refusals in the synchronization system apply to refusals in ad-
jacent subsystems and the entire telecommunications system as a
whole. Thus, the task of constructing an effective synchronization
management system that can reasonably and quickly develop
managerial decisions is relevant. The key issue in the development
of managerial decisions is the identification of the state of the syn-
chronization system. To resolve this issue, the use of differential
entropy as a common -system parameter, which allows all possi-
ble diagnostic parameters to reduce to the same value and com-
pare. The further issue of identification is reduced to the classifi-
cation of states, the solution of which is made by using images
recognition algorithms. The results can be used in existing and de-
signed synchronization management systems by forming the rele-
vant software systems.
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MAEHTUDPUKALIMNA COCTOAHUN CUCTEMblI CUHXPOHU3ALIUU
HA OCHOBE EE SHTPOMMMAHOIO AHAJIU3A

Kanaee Andpeii KoHcmanmunoeu4, PI60Y BO [YT1C, CaHkm-Tlemepbype, Poccus, kanaevak@itain.ru
Onapun EezeHuii Banepbesuy, 3A0 "MHcmumym menekommyHukauui", Cankm-Ilemep6ype, Poccus, Oparin@itain.ru
OnapuHa EkamepuHa Bnadumupoena, PIE0Y BO TIYIC, Cankm-Tlemepbype, Poccus, sirayaekaterina@mail.ru

AHHOTauuA

Liens: Obecneunts 060CHOBaHHYIO UAEHTUDUKALMIO COCTOAHMI NpoLiecca PyHKLMOHUPOBAHUA CUCTEMbI CUHXPOHU3ALMU B CETAX CBA3M
ANA NPUHATUA PALMOHATIbHBLIX U OMEPATUBHBIX PELLEHUIt MO €€ YMNpaBNeHUo U TEXHUYECKOMN SKcrtyataumun. JlocTxkeHne AaHHOM Lienu
NpeAJiaraeTcsa OCyLLeCTBUTb MyTeM (pOPMMPOBAHNUA SHTPOMMUIIHOM MOZAENM AMHAMUKM CUCTEMbl CUHXPOHM3ALMM Ha OCHOBE aHanu3a 3Have-
HUI €€ AUarHOCTUYECKUX NapaMeTpoB. [na naeHTndUKaLum cocTosHMA npoLecca GyHKLUMOHUPOBAHUA CUCTEMbI CUHXPOHU3ALIMM Npeasa-
raeTcs UCnosb3oBaTb ANPdEpeHLManbHyO SHTPOMUIO Kak OBLLIECUCTEMHDIN NapaMeTp OLeHKN cucTeM. Belumcnenne andpdeperumanbHoim
SHTPOMMUM CUCTEMbI CUHXPOHM3ALMN MPOU3BOAUTCA HA OCHOBE 3HA4YeHUN AN EPEHLMANIbHON SHTPOMUK €€ 3SIEMEHTOB, KOTOPbIE OLIEHU-
BAIOTCA Ha OCHOBE OLIEHKW AMArHOCTUYECKUX NapaMeTpoB. [lanbHelillan nAeHTUDUKALMA COCTOAHUI OCYLLIECTBNIAETCA MyTEM UCMOMb30Ba-
HUA aNrOpUTMOB pacrno3HaBaHUA obpaszos. Memodki: B paboTe UCMONb30BaHbl METOAbl UCCIE[0BaHUSA, KOTOPbIE OCHOBAHbI Ha MOMTOXKEHU-
AX TEOPUM CETeN U CUCTEM, CUCTEMHOIO U MaTeMaTU4ECKOrO aHasin3a, SHTPOMUIIHOTO U MaTeMaTUHeCcKOro MoZenMpoBaHua. Pesynbmamei:
B pesynbTaTe NpOBeAEHHbIX UCCIIeS0BaHUI MOJy4YeHa SHTPOMUMHAA MOAENb AUHAMUKM CUCTEMbI CUHXPOHM3ALMK, MPEANIOXKEH MOAXOA Mo
OLIEHKE COCTOAHUA CUCTEMbI CUHXPOHM3ALMMN MYTEM aHann3a eé anddepeHLManbHON SHTPONUK Kak obLLecMcTeMHOro napametpa. Teope-
MUYeCcKas 3HA4UMOCMb PaBoTbl COCTOUT B PACLUMPEHUN METOAMYECKON 6a3bl MO MOCTPOEHUIO CUCTEM YMPaBMeHWUs CUHXPOHU3ALMEN ceTel
cBAsn. [Tpakmuyeckas 3Ha4UMOCMb paboThbl 3aK/OYAETCA B UCMOJNIb30BAHUM MOJTyHEHHbIX Pe3y/bTaToB A MPOEKTUPOBAHWUA U MOAEPHU-
3aLMM CUCTEM YMpaBJIeHUA CUHXPOHM3aLueit B 06acTu popMUPOBaHUA OBOCHOBAHHBIX YMPaBIEHYECKUX PeLLIEHUIA.

Knioyeeble cnoesa: udenmugpukauus, meneKOMMyHUKAUUOHHAA CUCMEMAd, cucmeMa cuHxpoHusauuu, ducpgepeHyuansHas sHmMponus,
pacnosHasaHue o6pazos.
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