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To support a growing number of users and multiple classes of applications
with different performance requirements and characteristics, service
providers have been forced to adapt to new technologies. To improve traf-
fic management and Internet service quality, the Internet Engineering Task
Force (IETF) proposed MPLS technology to support several classes of laten-
cy-critical applications. Traditional IP networks use a hop-by-pop principle
for transmitting traffic. This leads to aggregation of heterogeneous traffic
on links in different parts of the network, which causes considerable possi-
ble growth of congestion and leaves the network with both unbalanced use
of resources and link failure in congested parts. This raises the need for traf-
fic engineering to ensure bandwidth guarantees and efficient use of network
resources. To overcome these problems, the IETF has proposed a new data
transmission mechanism, which is MPLS (Multi protocol label switching), in
accordance with the current requirements. The application of MPLS (Multi
protocol label switching) technology in modern communication networks is
defined by the author as a research task. The report discusses the prospects
of MPLS as a universal technology that supports several protocols. The fea-
tures of construction of virtual private networks (VPN) on MPLS are con-
sidered, and how traffic engineering in MPLS takes into account the use of
resources, which makes the development of routes based on separate
streams or different streams between the same endpoints more effective.
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In conventional [P networks, routing is based on the
destination address and one parameter, such as the number of
hops or the value of the delay. The router looks for the next hop
(the closest) to the destination without taking into account the
results of congestion control, this results the route closest to the
destination to become the most congested.

There is another problem related to the characteristics of
different packets, for example, voice and video packets are
different in length and size and should have a higher priority than
regular data packets. In addition, searching the routing table
takes time, so packets carrying voice and video may not be able
to reach their destination in order and time, getting stuck behind
regular data packets. For these reasons, researchers have found
that conventional IP packet forwarding is not suitable for
applications such as VOIP and video conferencing, which are
currently in huge demand.

This raises the need for traffic engineering to ensure
bandwidth guarantees and efficient use of network resources.

To overcome these problems, the IETF has proposed a new
data transmission mechanism, which is MPLS (Multi protocol
label switching), in accordance with the current requirements.

MPLS is an extremely fast and efficient packet forwarding
technology using labels look-up.

1. MPLS General Provisions

Each incoming packet in the MPLS domain is assigned a
specific label depending on the destination address. An MPLS
network consists of several routers called LSRs (Label Switching
Routers), other routers that connect to IP routers are called LERs
(Label Edge Routers).

An ingress router is a router within an MPLS domain,
connected to the outside world, through which a packet enters
the MPLS domain. The Egress Router is the router through
which packets leave the MPLS domain. Each incoming packet is
assigned a label, this label determines the most efficient and
fastest label switching path (LSP) to direct traffic to the MPLS
domain the entire way instead of finding the destination address
at each point.

The concept of label switching is not new; it was developed
from CISCO label switching.

Multiprotocol label switching is called a 2.5-layer protocol
because it sits somewhere between layer 2 (the data link layer)
and layer 3 (the network layer).

MPLS was provided as a high-value WAN connection from
the service provider and applied to all other types of WAN also
has another application as MPLS VPN.

2. MPL architecture

The MPLS architecture is divided into two components as
shown in Figure 1.

1. orwarding Components: performs the forwarding of data
packets based on the label that the packet carries.

2. ontrol components: used to create and maintain label
forwarding information between groups of interconnected label
switching routers. Used in measurements to implement simple
load balancing techniques as dynamic traffic management to
optimize network performance.
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Fig. 1. MPLS architecture

MPLS technology supports the interconnection of many
different technologies including IP routers, ATM switches and
Frame Relay, as LERs support the connection of multiple ports
as edge carriers in an access network.

At the edge router (ingress) a label is assigned to each
incoming packet. These labels are distributed by the signaling
protocol to create an LSP and forward traffic into the MPLS
network.

The label switched routers are the main routers in the MPLS
domain and are commonly referred to as core network routers.

When a packet enters the MPLS network, a label or labels are
attached to it, and when these packets leave the MPLS network,
these labels are removed by the edge routers.

2.1. MPLS header

The ingress router creates a small MPLS header 32 bits long
to encapsulate each incoming packet (Fig. 2).

This little header is embedded between the level 2 and level 3
headers, which is why it's called a wrapper.
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Fig. 2. MPLS Header

Top Label consists of 20 bits, which means it can have (2°20)
values or labels.

(EXP) or experimental consists of three bits and is used for
QOS-related functions. It is now renamed TF traffic class.

The next field is a single bit called bottom-of-stack. It is used
as a flag when more than one label is assigned to a packet as in
the case of the MPLS VPN or MPLS TE.

The next byte, the MPLS TTL (time to live) field, consisting
of eight bits that can have a value from 0 to 255, serves the same
purpose as the IP TTL byte in the IP header. Therefore, each
time an LSR forwards a packet, it decrements the TTL field in
the packet header, and if the value reaches zero the packet is
discarded.
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2.2. MPLS Label

An edge router and a label-switched router create a short,
fixed-length object to decide where and how to forward the
frame, this object is called a label (Fig. 3). All label information
is specified in the Label Forwarding Information Base (LFIB).

L2 Header Last Label First Label L3 Header

Fig. 3. MPLS label structure between Layer 2 and Layer 3 headers

At each LSR the old label is removed and a new label is
inserted into the packet, and then the packet is forwarded to the
next hop.

2.3. Using Forwarding Equivalence Class (FEC)

Forwarding Equivalence Class (FEC) is a group of packets
that have the same characteristics and transport requirements.

All packets that have the same FEC are forwarded along the
same path with the same processing. The function of assigning
FEC to a packet is a function of the edge router as it is part of the
MPLS domain, then all information is embedded in the label and
attached to the packet. This way there is no more header analysis
within the MPLS domain in the forwarding process.

3. MPLS Technology Features

3.1. Connection-Oriented TE and QoS support

There are some applications that require a high level of QoS,
such as audio/video conferencing and VPNs. These High
revenue-generating applications have always been the main
focus of service providers.

The traditional conventional IP network cannot provide the
necessary bandwidth for specific applications, and cannot
provide an adequate level of QoS due to lack of support for
traffic engineering, but is limited in scalability or flexibility, or
sometimes both.

The Internet and service providers pose a new challenge due
to some real-time or mission-critical applications because these
applications have different latency, bandwidth, jitter and packet
loss needs. On the Internet we have an unpredictable traffic flow,
so there is a huge need for traffic engineering to run these
applications efficiently.

IP (Internet Protocol) was not designed to support QoS,
rather it was designed for education and research, but the
network has to carry a large volume of traffic and still has
limited resources, so it is important to allocate and optimize
available resources. Allocating or scheduling network resources
based on the required QoS to optimize the use of our network
resources is known as traffic engineering.

In traditional IP networks, some links are congested, but
others remain underutilized because of the destination-based
forwarding paradigm.

Making a forwarding decision without considering the
available bandwidth and traffic flow between the destination and
the source will create congestion on that link, while leaving other
links in the network unused, resulting in reduced bandwidth,
latency and packet loss.

MPLS provides a solution by providing a connection-
oriented structure on top of the current IP-based network to
maintain the required level of QoS for these applications.
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Traffic engineering in MPLS considers resource utilization,
making it more efficient to design routes based on single flows
or different flows between the same endpoints.

3.2. Multiple protocol support

There are two main planes in the MPLS architecture:

1-the control plane;

2-the data plane.

Control Plane: Performs information exchange between
neighboring devices using various protocols such as OSPF (open
Shortest Path First), IGRP (Interior Gateway Routing Protocol),
EIGRP (Enhanced Interior Gateway Routing Protocol), IS-IS
(Intermediate System-to-Intermediate System), RIP (Routing
Information Protocol) and BGP (Border Gateway Protocol).
Label exchange also takes place using TDP (Tag Distribution
protocol), LDP (Label distribution Protocol), BGP, and RSVP
(Resource Reservation Protocol).

Data plane: is based on labels and regardless of the routing
protocol or label switching protocol, it simply forwards the
packet. A label is assigned to each packet by searching the label
forwarding information base (FIB) table, all information in the
table is populated with TDP (label distribution protocol) or LDP
(label distribution protocol).

From the name MPLS "Multi Protocol Label Switching"
shows that MPLS has the wonderful feature of supporting
multiple protocols.

The main advantage of MPLS is that it can be used with other
networking technologies, as well as in pure IP, ATM and Frame
Relay networks or even all three technologies, because a router
that supports MPLS can coexist with a pure IP network as well
as with ATM and Frame Relay switches.

Support for multiple protocols makes MPLS universal, which
attracts other users with mixed or different network technologies.

4. MPLS operation method

LSP (label switched path) is a path through the intermediate
LSRs from the entry and exit nodes in the MPLS domain (Fig.
4). All necessary information used to create the LSP is
transmitted using two protocols between LSR.LSRs can transmit
all packets depending on the label assigned to these packets.

LSR1
Ingress

1F |13 LsRz  [OEEE (sas

termediate

LsP2
MPLS DOMAIN

Traffic from host A to C is mapped into LSP 1

Traffic from host B to D is mapped into LSP 2

Fig. 4. A label-switched path on an MPLS-enabled network

One or more labels can be attached in the MPLS packet
header, so here we do not have an IP table, but a label table, and
packet switching uses label look-up instead of IP table look-up.
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Adding a label to packets avoids route look-up to forward the
packet over the LSP. To create an LSP, all labels must be
distributed between MPLS nodes using the Label Distribution
Protocol (LDP) or RSVP (Resource Reservation Protocol).

The flow of packets between the edge devices in the MPLS
domain is defined by a label, which defines the forwarding
equivalence class (FEC). Therefore, the packet forwarding
process will take place along this label-switched route as virtual
connections in a physical IP network without connection-
oriented guaranteed processing (Fig. 5).
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Fig. 5. Label assignment in the MPLS domain and IP forwarding

MPLS edge routers only can determine whether a packet
belongs to a label and forward it by examining its header and
their special database to allocate the destination address.

Forward Equivalence Class (FEC) is a class for identifying a
group of packets that have the same characteristics,
transportation, processing and routing requirements for the
destination.

There are many parameters used to determine the FEC of a
packet, such as source or destination IP address, source or
destination port number, a DiffServ code point, and IP protocol
identifier.

Each LSR builds a table called the LIB label information
base, which is based on the FEC, the FEC is determined for each
packet, then the corresponding label from the LIB is attached to
it and it is forwarded through the LSP, each LSR checks and
replaces the packet label with another corresponding label before
sending the packet to the next nearest LSR to the destination via
the LSP.

5. Virtua Private Network (VPN)

VPNs enable the use of the Internet as a transport medium,
which means lower communications costs as well as the creation
of local and isolated offices with secure links or enhanced
communications between business partners.

With the MPLS edge model, there is no need to build a VPN
using ATM (asynchronous mode transmission) or frame relays
Permanent Virtual Circuits (PVCs).

MPLS VPNs can be implemented by adding an additional
label to define the VPN and the corresponding VPN destination
network, supporting an any-to-any communication model
between offices or sites without having to install a complete PVC
mesh along the provider's network, which helps simplify the
process considerably compared to the PVC model as PVCs

require routing management over a topological
backbone.

The MPLS VPN differentiates the traffic services passing
through the backbone into classes according to their QoS
requirements.

complex

6. MPLS Tunnel

In traditional IP routing, the routing decision is made on a
hop-by-hop basis, comparing the needed destination address to
the forwarding table.

In MPLS, IP routing information about all nodes on the way
hop-by-hop to the destination is not necessarily, the decision
based on the label carried by the received packet.

R4, R5, and R6 Service provider network, SW1 SW2 are
customers (see Figure 6).

The goal is to transport packet between SW1 and SW2.

Case 1: traditional IP Forwarding:

AS100 runs OSPF on all internal interfaces, along with a full
mesh of iBGP,

R4 is an EBGP peer with SW1, R6 is an EBGP peer with
SW2.

We will assume that the layer two connectivity between the
devices has already been established.

10.1.7.0/24 10.1.8.0/24

Fig. 6. MPLS Tunnel

The hop-by-hop traffic flow between AS7&AS8, from SW1
to SW2 then in reverse from SW2 to SW1, the verification
should be done in both directions but the flow of packet from
SW1 to SW2 is independent from SW2 to SW1.

SW1 learn via BGP about AS8 from R4 with a next-hop of
10.1.47.4. Packets going to 10.1.8.0 should be properly routed
towards R4.

Next, the look-up process continues on R4:R4 learn via iBGP
about AS8 from R6 with a next-hop value of 10.1.6.6.

R4 knows 10.1.6.6 via OSPF from R5, which uses interface
FastEthernet0/1, packets towards 10.1.8.0 are now routed to R5,
R5 learn via iBGP about AS8 from R6, with a next-hop of
10.1.56.6.

R5 should use interface FastEthernet0/1 to forward packets
towards 10.1.8.0.

The look-up process now continues on R6: R6 learn via
EBGP about AS8 from SW2, with a next-hop of 10.1.68.8.

R6 dictates that interface FastEthernetO/1 should be used to
forward traffic to SW2.

SW2's look-up for 10.1.8.0 indicates that the destination is
directly connected, and packets are routed to the final
destination.

For return traffic back to AS7, a look-up occurs in the reverse
direction, starting as SW2, and moving to R6, R5, R4, then
finally to SW1.
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In this hop-by-hop routing paradigm, in the transit path all
devices must know routing information for all destinations they
are forwarding towards.

If AS 100 was used for Internet transit, each router in the
transit path would need +300,000 routes in their routing tables to
provide transit to all Internet destinations.

With MPLS into this design, we can avoid the large routing
tables in the core of the Service Provider network.

Case 2: MPLS Forwarding.

Enabling MPLS in the Service Provider network of AS 100,
BGP can be disabled in the core, lightening the load on devices
that are possibly already taxed for resource.

We'll look at the step-by-step process that occurs when an
MPLS tunnel is functional in AS 100.

Enabling MPLS in AS100, allow us to disable BGP on R5,
with additional BGP peering statements removed on R4 and R6.

R5 no longer has a route to AS7 or AS8 but it can still
provide transit for traffic between them because MPLS tunnel
has now been formed between the ingress and egress routers of
the Service Provider network, which are R4 and R6 in this case.

SW1 looks up the route for AS8, and finds that it recurses to
R4's next-hop value reachable via the fa0/0 interface, and the
look-up now is R4 mission.

With BGP help, R4 finds the route to AS8 from R6 with a
next-hop of 10.1.6.6. then R6 must find the outgoing interface to
reach AS8.

The outgoing interface FastEthernet0/1 with a next-hop of
10.1.45.5.

In traditional IP forwarding, the packet need to be sent to
encapsulate in the interface Fa0/1.

The interface fa0/1 is running MPLS so R4 should use the
outgoing label value of 17 for 10.1.6.6/32, after searching in
(LFIB) forwarding information base to know the assigned label
to this interface.

In the LFIB, for 10.1.6.6/32 in the LFIB, the outgoing label
value of 17 is used.

The label 17 will be added to the header of each packet is
going to 10.1.8.0/24.

R5 receives the packet with an MPLS label number 17 in the
header and he should look up in the MPLS LFIB first, not in the
regular IP routing table.

In R5 LFIB, the local label 17 is associated with the
destination 10.1.6.6/32, but the outgoing label to the final
destination AS8 in no label.

R5 will remove MPLS label of 17 in a "POP" operation and
forward it.

For packets from AS8 back to AS7, R6 adds the label 16 and
forwards the packet to R5, then R5 removes the label 16 and
forwards the packet to R4.

For any new routes from/to AS 7 or AS 8, AS 100 does not
need to allocate new MPLS labels in Service Provider's core
network. As long as MPLS transport is established between
(R4 and R6) BGP peering address of the Provider Edge routers.
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Traffic for any destinations can transit over the MPLS
enabled Service Provider's core network without any additional
forwarding information.

Conclusion

1) High revenue applications have always been the main
focus of service providers. Internet and service providers have a
new challenge because of some real-time or mission-critical
applications, as these applications have different latency,
bandwidth, jitter and packet loss needs.

2) On the Internet, we have unpredictable traffic flow, so
there is a huge need for traffic engineering to run these
applications efficiently. In traditional IP networks, some links are
congested, but others remain underutilized because of the
destination-based forwarding paradigm.

3) IP (Internet Protocol) was not designed to support quality
of service QoS, rather it was designed for education and
research, but the network must transmit a large volume of traffic
and still has limited resources, so it is important to allocate and
optimize available resources. Allocating or scheduling network
resources based on the required QoS to optimize the use of our
network resources is known as traffic engineering.

4) MPLS provides a solution by providing a connection-
oriented structure on top of the current IP-based network to
maintain the required level of QoS for these applications. Traffic
engineering in MPLS considers resource utilization, making it
more efficient to design routes based on individual flows or
different flows between the same endpoints.

5) The main advantage of MPLS is that it can be used with
other networking technologies, as well as with pure IP, ATM and
Frame Relay networks, or even all three, since an MPLS-enabled
router can coexist with a pure IP network as well as with ATM
and Frame Relay switches.

6) MPLS tunnels similar to GRE and site-to-site IPSec VPN
tunnels, transit traffic over devices without any knowledge of the
traffic's final destination, MPLS tunnels use a combination of
IGP, BGP learned information and MPLS labels.
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AHHOTauuA

B KavecTBe MccneaoBaTenbCcKoM 3a4a4n aBTOPOM onpeernieHo npuMeHeHue TexHonorun MPLS (Multi protocol label switching) B copemen-
HbIX ceTAX cBA3n. B cTatbe obcyxatoTca BOIMOXHOCTU U nepcnekTuBHOcTb MPLS kak yHMBepcanbHo TeXHONOrMK, NOAAEpXKMUBatOLLeH pas-
NWYHbIE MPOTOKOJIbI U obecneynBatoLLeli B3aMMOAENCTBME PasnvyHbIX TEXHOMOTUIM 6e3 NpOMeXyTOUHbIX NpeobpasoBaHwil. PaccMatpuBatoT-
cA 0cOBEHHOCTH NOCTPOeHNA BUPTYanbHbIX YacTHbIX ceter (VPN) Ha 6ase MPLS. UnxeHepus Tpacduka B MPLS noseonset yydectb ucnonb-
30BaHME UMEIOLLENCA MPOMYCKHOM CMOCOBHOCTH, YTO AenaeT 6onee 3¢pdeKTUBHON pa3paboTKy MapLLPYTOB Ha OCHOBE OTAE/bHbLIX MOTOKOB
U pOpMUPOBaHUE Pa3SIUYHBIX MOTOKOB MEXAY OAHUMM U TEMM e KOHEYHbIMU ToYKaMU. TyHHenu TexHonoruu MPLS aHanoruyHbl TyHHe-
nam TexHonorui GRE u IPSec VPN Buga "cetb-cets" — Tpadmk nepesaercs Yepes ycTpoincTea 6e3 Kakux-mbo CBeeHWI O KOHEYHOM MyHK-
Te HasHaveHuA. B TyHHenax MPLS ucnonb3yetca kombunaumsa IGP, nonyyeHHomn uHdopmaumm BGP 1 metok MPLS.

Knioyeebie cnoea: MPLS, VPN, Label Switching Technology, Multi Protocol label Switching, Virtual Private Network, QoS based on MPLS,
MPLS Traffic Engineering
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