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The analysis of the advantages using the architectural concept future networks FN (Future
Networks), to build high-performance multiservice telecommunication networks (MTN),
supporting a wide range multimedia services. A mathematical model MTS performance is
proposed based on the architectural concept future FN networks using virtual, channel,
information and network resources. The network performance model differs from the well-
known ones in that in order to ensure an acceptable quality of service QoS (Quality of
Service) and QoE (Quality of Experience) perception in the common existing NGN archi-
tecture public multi-service networks, a new innovative technology and four target settings
future networks were used FN. According to ITU-T, Y.3001 and ITU-R, M. 2083-3
Recommendations, SDN (Software Defined Networking), NFV (Network Functions
Virtualization), LTE (Long Term Evolution) and IMS (Internet Protocol Multimedia
Subsystem)are proposed as the basis innovative technologies for building a multi-service
network infrastructure (Internet Protocol Multimedia Subsystem), which will enable the
organization optimal management and allocation throughput resources, and efficient net-
work operation. Based on the proposed mathematical model, the complex MTS indices
were studied, such as network throughput, efficient use virtualization network and informa-
tion resources, probability-time characteristics of networks, structural reliability and infor-
mation security, and economic efficiency and cost system hardware-software and terminal
tools for multimedia rendering services. Analytical expressions are obtained for evaluating
the integrated performance indicators MTN based on FN in the provision multimedia serv-
ices. On the basis of the model, a numerical analysis was carried out and a graphical depend-
ence of the maximum network bandwidth on the total number hardware and software sys-
tems and terminal means at a given system load factor was constructed. It was found that
an increase in the total number hardware and software systems leads to an increase in the
maximum throughput that meets the requirements QoS & QoE for various services based
on ETSI. Based on the analysis, actual problems are identified recommendations are devel-
oped to increase the efficiency using IntServ and DiffServ architectures for MTN.
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Introduction

The rapid development of the infrastructure digital economy
and the formation strategic plans for “Digitalization Roadmap”
require new principles and global approaches to building highly
efficient MTN based on the architectural concept future networks
FN with increase performance, using innovative technologies.
These include primarily information and telecommunications
technologies such as SDN, NFV, IMS, artificial intelligence,
WDM & DWDM (Wavelength Division Multiplexing & Dense
WDM), cloud computing, LTE mobile technologies, UMTS
(Universal Mobile Telecommunications System), loT (Internet
of Think), as well as technologies for building distributed
communication networks [1, 2, 3].

Considering the proposed target settings for the creation fu-
ture networks FN based on the recommendations of ITU-T,
Y.3001 [3, 4, 5, 6] and the innovative technologies listed above,
they open up new possibilities for providing a wide range basic,
additional and intelligent services taking into account numerous
requirements QoS and QoE parameters.

Therefore, the tasks analyzing MTN performance indicators
based on the architectural concept FN using information and
network resources are the most relevant. MTN performance is
characterized by numerous complex indicators throughput, relia-
bility, cost of the system and the efficiency using physical re-
sources.

In this paper, we consider the solution of the problem formu-
lated above — resource management and throughput optimization
in multiservice telecommunication networks based on the archi-
tectural concept of future networks FN.

General statement of the problem

Given the importance building MTN based on FN [5] with
packet switching (ITU-T, Y.3000 + Y.3499) heterogeneous traf-
fic generating multimedia services and applications, special at-
tention should be paid to complex performance indicators taking
into account the numerous requirements QoS and QoE. However,
based on the study [5, 7, 8], it was established that transmitted
heterogeneous traffic has a special structure — self-similarity
properties. A quantitative estimate of the degree traffic self-
similarity is the Hurst parameter — H .

Given the components of the vector, the MTN perfor-
mance E[77(4;,H)] based on FN is functionally described by

the following relationship:

n
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max

based MTN based on speed A, and coefficient H when serving

i —th stream multimedia service traffic packets; 77,; — coeffici-

ent of efficient use of heterogeneous resources; K(4,,H)— a

COMMUNICATIONS

function that takes into account the requirements of the QoS &
QoE parameters taking into account the incoming flow rate
A, and coefficient H when serving multimedia services;

I, (4)— a function that takes into account indicators network

reliability and information security, taking into account traffic
intensity A, .

In (1), among the analyzed characteristics of networks, eco-
nomic efficiency and the cost hardware and software systems

occupy a special place C’(4;) when using heterogeneous re-

sources. A heterogeneous resource is the most important indica-
tor used in the study of the performance communication net-
works.

However, the task managing heterogeneous resources, re-
search and evaluating the performance MTN based on FN using
innovative technologies while providing a wide range multime-
dia services has not yet been fully studied.

Given the statement of the problem, it is proposed MM per-
formance MTN based on FN. MM takes into account the com-
plex indicators networks under study, the essence of the new
approach to managing heterogeneous resources innovative tech-
nologies and the effect of the self-similarity heterogeneous traffic
on the characteristics service system.

Description and construction of an analytical
network model

In order to build MTN, the use of the concept SDN, NFV and
IMS [2-4] is taken into account as innovative technologies,
which open up new opportunities for organizing effective net-
work operation. To solve the problem under consideration, MM
was proposed for the analysis MTN performance indicators and
was selected as the objective function — economic efficiency and
cost of the system, which is described by the following objective
functions:

EL7(4;, H)] =W{Arg min[CZ (4, H)T}, i = 1k, @

with the following restriction
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where E[T, (4,)]— average delay time during transmission of
the i —th packet stream; N, — in the network node, the total

number channels, hardware-software complexes and terminal
means used;W-the operator of the joint transfer useful and ser-

Vice trafﬁC; Ci.maxdon.’ EI.—l-vﬁon. (ﬂ’l )] ’ Nk.z(orl. —ac Ordingly’ the
permissible value of the throughput, the average delay time and
the number channels, hardware and software systems when
transmitting the i1 —th traffic stream, i =1,k .

Expressions (2) and (3) determine the nature of the consid-
ered MM performance MTN based on FN when providing a va-
riety multimedia services.
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Resource management efficiency in MTN

Assume that a heterogeneous poisson stream traffic packets
with parameters arrives at the buffer drive of the switch and con-

troller with the OpenFlow protocol 4, , i =1k, created by vari-
ous types load sources [2, 6, 9], generated by infocommunication
services (service loads A, . and also useful 4, ). In this system,
the switch and controller with the OpenFlow protocol is the cen-
tral node of the SDN network, which makes decisions on all
routing issues. MM in the ceneral case is a multichannel queuing
system of a general type with queues are considered. This system
has a common buffer storage with capacity N,  and maximum
number serving hardware-software systems and terminal facili-
ties N, . At the same time, the duration packet stream service has

a distribution function B(t) = P[B <t] with moments b, ,

i =1k . Moreover, a condition that is necessary and sufficient
for the existence of a stationary mode of the system is as follows:

p=i[bi (A, +A)IN-f(H) <1, i=Lk, (4

where f(H,) — a function that takes into account the self-
similarity of the incoming load and determines the Hurst coeffi-
cient for the stream i —th traffic packet, H, e (1/2;1).

One of the key characteristics for evaluating the performance
MTN based on FN is their maximum throughput. Under the con-
ditions permissible load p, , -, the maximum network through-

put when servicing the i-th stream of the packet of self-similar
traffic is determined by the following expression:

_ N .
Ci.ma\x (ﬂ1’pi < pi.z)on.) - E[Lln] E[V]X,
X(pi.gx + pi.qu) - f (H|) < Ci.max.don.(;i1)
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where p, ., p, ... —accordingly, the load factor incoming and

outgoing network channels when servicing the i-th packet stream
and p, < p. E[L;  ]- the average length of the transmitted

i-th stream of the packet, i =1,k .

From (4) and (5) it can be seen that the maximum value
network throughput, depending on the parameters E[V], f(H)

and N, under a given condition, the load p factor is limited.

This means that restrictions are also set on the total cost of the

network under study, because the C, . directly depends
CS(A)-

Figure 1 shows a graphical dependence of the maximum
throughput on the total number hardware and software systems
and terminal tools for a given system load factor o and Hurst

coefficient, H, = (0,60,...,0,75) .

X

Graphical dependency analysis C_ .. =F[p,N,, f(H),]
that an increase in the total amount leads to C___ > 450,...,600

max —
Mbps systems, QoS&QoE compliant for various services. Its
noticeable change begins with N, > (450,...,500) a value at

p > 0,65. Moreover, the gain in throughput is manifested along

with the gain in the noise immunity of the communication sys-
tem.

Analysis of the reliability and information security
indicator MTN

The following important characteristics were selected as a
criterion of indicators of system reliability and information secu-
rity: average time between failures, attack threats with the inten-
sity occurrence A, intensity elimination z, of the real threat

attack, and the parameter failure flow A .
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Fig. 1. Graphic dependence of the maximum throughput MTN
based on FN on the total number hardware and software systems
and terminal tools

Based on the reliability model, the failure flow parameter A,

for the stationary section is found by the following expression
[8, 9]

Ano = Z P ZAij ! (6)

1€Qpc 1€Qoc

whereQ . — many health conditions MTN based on FN; Q,. —
many MTN failure conditions and equal Q,, =1-Q_ ;A —

the intensity of the transition from i —th working state, the prob-
ability of finding the system P, in which j — th inoperative state.
In order to evaluate information security parameters, the fol-

lowing important characteristics of the threat of attack were se-
lected, which are expressed by the following formulas [9, 10]:

Ao =UE[T, ], w,=2,-P,-(1-F,) (7

where E[T ]- average network failure time; P, —the proba-

bility of readiness for safe operation of the protected information
system when changing the security parameters of the protection
system A, and g, communication networks.
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Based on (6) and (7), it is possible to determine the stationary
coefficient K, of system availability during the safe operation

hardware-software complexes networks:
Ky =E[T, 1/ 4, ®)

Expression (8) is one of the important integral characteristics
MTN based on the architectural concept FN, which is necessary
so that the information protection system does not introduce
large service delays.

Studies of the probability-time characteristics
MTN networks

Given the features stochastic MM parameters 24, , d
(d-intensity network recovery) x and N, the average delay

time when serving flows of the i —th packet self-similar traffic
in MTN is determined as follows [9]:

PNy ) ,U’Kk. _ . )
U(/’ii)]—/li.Kk(l_pi) 1+ g A-K)I- f(H;).

i=1k )

E

=

Expression (9) shows one of the important probability-time
characteristics of the MTN for a given algorithm “End to end” —
the total transmission delay of the i—th streams packet self-

similar traffic. Minimization of the value E[T, (4,)] has a

significant impact on QoS & QoE, fault-tolerance and
information security of the systems.

Conclusions

As a result of the study, MM MTN performance based on FN
was proposed using innovative technologies that take into
account network performance indicators, control and resources
allocation methods, and self-similarity properties heterogeneous
traffic. Based on the model, analytical expression have been
obtained to evaluate indicators throughput, system reliability,
information security and the probability-time characteristics

COMMUNICATIONS

networks in the provision multimedia service, which ensure the
guaranteed QoS & QOoE, regulated by ITU-T, Q.1541.
Graphic dependence analyzed C . =F[p,N,, f(H),] it

was found that a strong dependence C . on the total number
N, is the main drawback MTN based on the architectural con-

cept FN using SDN & NFV and IMS technology. As a result, the
reliability of the network and the protection against unauthorized
access along the perimeter of the subscriber and communication
network lines are deteriorating.
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AHHOTauuA

MpoBefeH aHanu3 npeuMyLLecTBa UCMOJMb30OBAHWUA apXUTEKTYpHOM KoHuenuuu Byaymx ceteit FN (Future Networks) ana noctpoenus
BbICOKO3((HEKTUBHBIX MYTLTUCEPBUCHBIX TENEKOMMyHUKaLMOHHbIX ceTert (MTC), noanepXuBatoLLMX LUMPOKUIA CMEKTP MySbTUMEAMMAHbBIX
ycnyr. [NpeanoxeHa Matematuyeckas mogens (MM) npouseogutensHoct MTC Ha 6ase apxutektypHoi koHuenumn FN, ucnonb3sytorume
BUPTyaslbHble, KaHasbHble, MHOPMALIMOHHbIE U ceTeBble pecypcbl. Mozenb NpOM3BOANTENBHOCTU CETel, OTINYAETCA OT U3BECTHBIX TEM, YTO
Ana obecneyeHus npuemnemoro kavectsa obcnyxusanuna QoS (Quality of Service) u kadectsa Bocnpusatna QoE (Quality of Experience) B
obuen cywectsytolieit NGN apxutekType MynbTUCEPBUCHBLIX CETEl OBLLEro nosib3oBaHMA Obina UCMOMb30BaHA HOBas MHHOBALIMOHHAA
TEXHOJIOrUA U YeTbIpe LeneBbix ycTaHoku byaywumx ceteit FN. CornacHo Pekomengaumm ITU-T, Y.3001 n ITU-R, M.2083-3 ana noctpoexus
MyJIbTUCEPBUCHOMN CETEBOW WMHPPACTPYKTypbl B Ka4yecTBe 6Ga3oBbIX MHHOBALMOHHBLIX TEXHONOrMI npeanaraercs ucrnonb3osaHne SDN
(Software Defined Networking), NFV (Network Functions Virtualization), LTE (Long Term Evolution) u IMS (Internet Protocol Multimedia
Subsystem), 4To facT BO3MOXXHOCTb OpraHM3aLMn OMTUMAILHOMO YNpaBieHWUA U pacrpefeneHns pecypcaMu MporyckHOM CnocobHocTu, u
acdekTnBHOM paboTbl ceTn. Ha 6ase npeanoxxeHHOW MaTeMaTU4ECKOW MOAENM MccnefoBaHbl KOMMieKcHble nokasatenim MTC kak
MPOMycKHas CnocoBHOCTb ceTel, 3PpHEKTUBHOE WUCMOJb3OBaHNE BUPTYanu3aLMn CETEBbIX U UH(OPMALIMOHHBLIX PECYPCOB, BEPOATHOCTHO-
BPEMEHHbIE XapPaKTEPUCTUKU CETeM, CTPYKTYPHas HafEXKHOCTb U MHPOPMALMOHHAA Ge30MacHOCTb, Tak U S3KOHOMUYecKas 3¢dEKTUBHOCTb U
CTOMMOCTb annapaTHO-MPOrpaMMHbIX U TEPMUHASIbHLIX CPEACTB CUCTEMbI MPU OKa3aHUM MyNbTUMEAUIHBIX ycryr. [Mosy4eHbl aHanUTU4eCcKuX
BbIPXEHWA [J1A OLIEHKU KOMMJIEKCHbIX NoKasaTtenei npoussoautensHoct MTC Ha 6aze FN npu okasaHum MynbTuMeamiiHbIX yonyr. Ha 6ase
MoAenu Obin NpoBeAeH YMCIIEHHbIN aHaNM3 M MOCTPOeHa rpaduyeckas 3aBUCUMOCTb MAKCMMasbHOM MPOMYCKHOM CMOCOBHOCTU ceTeil oT
obLuero 4Mcna anmapatHo - MPOrpaMMHbIX KOMMIEKCOB M TEPMUHAIbHLIX CPEACTB MPU 33fjaHHOM KO3(PULIMEHTE 3arpy3Ku CUCTEMbI.
YcTaHOBNEHO, YTO yBenMYeHMe OBLLEro YMcsIa anmnaparHo-MPOrpaMMHbIX KOMMIIEKCOB, MPUBOAMT K MOBbILLEHWIO MAaKCUMasIbHOM MpOMyCKHOM
crnoco6bHocTH, oteevatoLleit TpebosaHmnaM QoS&QoE ans pasnuyHbix ycnyr Ha 6ase ETSI. Ha ocHoe nposeaeHHoro aHanvsa o603Ha4eHb!
aKTyasbHble NpobneMbl U paspaboTaHbl peKOMeHAALMN MO MOBbILLEHNIO 3¢ dEKTUBHOCTU npuMeHeHua apxutektyp IntServ u DiffServ ana
MTC.

Kniouyeebie cnoea: 6ydywue cemu, SDN, HadexHocms, npoussodumesibHoCmb, omkaszoycmouyusocms, IMS, kasecmeo obcnyxusaHuu,
yeposa 6esonacHocmu, NFV, s¢ppekmusHocmb, 02paHu4eHHbIe pecypcbi.
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