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The influence of errors on the distortion of signals transmitted
and received in different spaces, in the general case, is a prob-
lem that has not yet been resolved. With the beginning of the
spread of digital transmission systems, it became necessary to
interface (match) various digital signals (streams) generated in
accordance with the frequency of the master oscillators of
individual transmission systems and terminal sources of dis-
crete signals. At the same time, as a rule, these master oscil-
lators operating at nominally the same frequency were not
synchronized with each other. As a result, due to the real
instability of the master oscillator frequencies, growing phase
mismatches arose, which must be compensated. In the well-
known literature, particular cases of analysis and optimization
of methods for displaying the original signal during its trans-
formations during transmission from a source to a receiver
have been investigated, and there is no general theory for
studying this problem, the topic of this research is given in the
article. The article examines the possibility of optimizing the
choice of matching code combinations when comparing the
elements of the original signal with its display when converting
signals from one space to another. A method for determining
the efficiency of signal conversion from one space to another
is described.
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Introduction

The theoretical foundations for coding source messages were
laid in the fundamental works of K. Shannon [1]. The well-
known first theorem of K. Shannon for a channel where there is
no interference says that for any statistics of messages coming
from a source, there must be a code that, in the absence of delays
on message delay, will provide the average length of the code

word N = M{n|}, which displays each message, arbitrarily
close to the minimum possible value:

_H®A) @
log, m
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where H(A) < oo is the entropy of the source, m is the base of

the code, and b is the chosen logarithmic measure of the amount
of information.

For continuous sources in formula (1), instead of the entropy
value H(A), one should use the e-entropy value introduced by
Academician A.N. Kolmogorov [2].

Formula (1) shows the potential theoretically achievable
boundary. At the same time, unfortunately, the "mechanism" for
achieving this value is not disclosed. In practice, trying to
achieve this minimum value, various methods are used, for ex-
ample, methods of enlarging the alphabet, uneven coding, etc
[3]. In this case, the formed discrete channel is, as it were,
"tuned" to the corresponding statistical features of messages
from the source. If the statistical description of the source chang-
es, then the performed "tuning"” can lead to worse results in en-
suring efficient coding of the source.

In this sense, they say that the formed discrete channel is
"opaque"”, since "Tuned" only to certain statistical features of
messages from the source. Moreover, in a number of cases, such
a channel may not be suitable at all for transmitting messages
that differ in the above-mentioned characteristics from those for
which the discrete channel was "tuned".

Proceeding from this, in many cases, when the statistical de-
scription of the source is not known, or the source is not station-
ary, uniform block coding of messages from the source is used in
the form of code combinations of the same length, determined by
the obvious relation [4]:

n=|_log2 N )

where N is the number of possible messages generated by the

source, and the sign [T means taking an integer rounded up.

The resulting channel is called "transparent™ in this case, be-
cause in this case, there is no dependence of the primary coding
efficiency on the statistical features of messages from the source.

In order to achieve the minimum coding rate of the source
that coincides with its entropy in binary coding, in addition to
this characteristic, it is important to evaluate the complexity of
the implementation and the resistance to interference [5].

The above block coding often turns out to be much simpler in
practical implementation, and also makes it possible to provide
greater noise immunity under the condition of interference in the
communication channel, leading to errors in the discrete channel.
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Primary encoding of source messages

For a detailed analysis of the processes occurring during the
transformation of messages into a signal, and their subsequent
transmission over the communication channel, we present a more
detailed block diagram explaining and detailing the various stag-
es of transformations. The block diagram is shown in Figure 1
[6,7].
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Figure 1. Block diagram of a message transmission system
from a source

The message a(t) from the source y is converted into a digi-
tal signal in the "Source Encoder”s, (t). Then this signal is con-
verted to a digital signal s; (t) , which is a modulating signal for

the subsequent “Transmitter” block, to increase noise immunity
in the “Channel encoder” block with the addition of a certain
number of binary symbols. This block provides matching of the
spectral characteristics of the signal s(t) with the frequency
characteristics of the channel. Moreover, this block is often
called the "Modulator". At its output, a signal s(t) is generated,
transmitted over the communication channel. As a result of the
action of interference £(t), the signal s'(t) at the input of the
“Receiver” (“Demodulator”) may contain distortions, which
then, after demodulation, can be transformed into errors in the
signal s', (t) [8-10].

In the “Channel decoder” block, the errors occurring are de-
tected and even corrected according to the selected error-
correcting coding method. However, even after that, there may
be undetected errors in the digital signal s',(t) arriving at the
Source Decoder, which then, after recovering the message, will
lead to additional distortions in a'(t) [11].

Evaluation of the quality of signal transmission is carried out
in the corresponding metric spaces in which these signals were
displayed. Digital signals s; (t), s';(t), s, (t) and s'; (t) are

represented in Hamming space, while messages from the source
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a(t) and a'(t), as well as signals s(t) and s'(t), can be dis-
played in other spaces, often in Euclidean space [12,13].
Carrying out effective primary coding in the "Source encod-
er" block, and achieving, as possible, the smallest value of the
average length of the codeword, each message a(t) should be

associated with the codeword ats, (t) . In this case, how this cor-

respondence will be formed does not affect the efficiency of the
primary coding, since the average length of the codeword does
not change [14].

However, as studies of this problem have shown, provided
that there is interference in the communication channel, and as a
result of this, errors occur in the digital signal, the method of

matching the code combinations of the signal s, (t) with the
messages a(t) is of great importance. Depending on this, the
amount of distortions introduced into the a'(t) message due to

errors in the digital signal s', (t) changes [15].

The use of correcting codes makes it possible to reduce the
probability of errors arising due to interference and improve the
quality characteristics of a discrete channel, estimated by the
error probability, which is typical for displaying a digital signal
in Hamming space [16]. However, the messages a(t) and a'(t)
, as well as the signals s(t) and s'(t), are described in other

spaces. This means that any optimization in the Hamming space
with respect to digital signals does not mean optimization in gen-

eral for, for example, messages m and a'(t) or signals s(t) and
s'(t), since the transformation of some spaces into Hamming

space and back is a nonlinear operation [17-19].

The influence of errors on the distortion of signals transmit-
ted and received in space, in the general setting, is a problem that
has not been solved until now. However, there are separate re-
sults for specific types of messages and specific sizes of binary
code combinations used to generate a digital signal.

Let's analyze the available solutions.

Coding when pairing isochronous and anisochronous signals
with a synchronous digital path

To interface isochronous discrete signals with a synchronous
digital path, the most widespread methods of stuffing are: "+
stuffing" and "- stuffing", called one-way stuffing methods, and
"+ stuffing", called the two-way stuffing method [20,21].

With these methods, the binary elements of the initial isoch-
ronous signal from the source a, > A, where A is the set of ini-

tial elements consisting of two values 0 and 1, and a, is, respec-

tively, the value of the current element at i — the moment in
time, the elements of the synchronous digital path b, >B are

assigned, where B — a set of elements of a synchronous digital
path, also consisting of two elements 0 and 1.

With stuffing methods, asynchronous conjugation (coding) is
based on the formation of cycles of a certain length, the begin-
ning of which is determined by a special synchrocombination
(SC) of a known type. The cycle also provides places for infor-
mation symbols b, = a,, places for control commands (CU) and,

if necessary, a place or place for an additional element b. , =a, ;
(DE). Let us depict this in the diagrams for the "+ stuffing"

shown in Figure 1 (a, b, c, d) and the "-staffing" shown in Figure
2 (a, b, c, d), respectively [20].

With "+ stuffing” during the cycle time T from the source,
taking into account the possible instability of the frequencies of
the master oscillators, either n elements of (a,a,,..a,), or

(n+1) elements of (a,,a,,...a,,,). According to this, in a dis-

crete channel in a cycle, these elements are transmitted by the
values of n elements of (b,b,,...b,), respectively, as shown in

Figure 1 (a, b).
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Figure 2. Timing diagrams of "-staffing"

Since both the a, elements and the bi elements take the val-

ue 0 or 1, then, as already noted, information about how the DE
is used is transmitted using control commands (CU). The value

of the element a__, is transmitted there or DE is "free” of &, ,,,

and at the reception the information from this element is not read
when the original signal is restored [22].

In the case of "-staffing”, the values of the frequencies of the
master oscillators are chosen so that during the cycle interval T from
the source it would come, taking into account the possible instability
of the frequencies of the master oscillators, either n elements of
(a,a,,...a,), which is shown in Figure 1 (a, b), or the (n—1)

elements of (a,,a,,...a, ,), Which is shown in Figure 2 (c, d).

In this case, the DE in the cycle is not needed, and with the
help of control commands of the CU, information about the ele-

ment b, is transmitted, which in a certain sense plays the role of

the DE. Accordingly, at the reception, depending on the CU, from
the element b, either the value a, is read, shown in Figure 1 (a, b),

or nothing is read, since when pairing, the value b, was not
placed in place of the element N, as shown in Figure 2 (c, d).

T-Comm Tom |5. #9-2021




In practice, the method of two-way staffing has become
widespread, providing for work both on the principle of "+ staff-
ing" and "-staffing". Obviously, from the point of view of ensur-
ing the required noise immunity, the greatest attention should be
paid to the protection of control commands and SC, since their
incorrect reception will lead to the insertion of an extra element,
or, conversely, to the removal of a true information element.

Errors in the elements of b, without changes will be reflected
in the form of errors among the elements of g, . In this case, the
quality of transmission and reception of elements a and b, is

estimated in the Hamming space, as a rule, through the corre-
sponding probability distributions of correct or erroneous recep-
tion.

When isochronous signals are coupled with a synchronous
digital path, a "closed" discrete channel is formed, which is tuned
to the corresponding type of discrete sequence from a source of

(@, a,..a,) and a discrete sequence (0,,0;,..,) after cou-
pling. These sequences are described in Hamming space and the
main problem to be solved during coupling is smoothing the
speeds of discrete signals and minimizing jitter, called jitter.

An anisochronous signal, in contrast to the considered isoch-
ronous signal, can have any element duration, but not less than a
certain minimum value z_; , i.e. this, according to the accepted

classification, it’s a discrete-continuous signal, which should be
converted into a discrete signal [3].

Among the methods of asynchronous conjugation of
anisochronous signals, the most widespread method is the sliding
index with confirmation (SIP), which has the highest conversion
(coding) efficiency of a discrete-continuous signal by means of a
discrete signal. Moreover, encoding with a certain quality criteri-

on, since the original sequence of elements (@,,,..a,) has
continuous values of durations, while their display in the form of

a sequence (0,5;,..,) contains elements of a certain duration
that differ from the duration of the original elements by no more
than A

In most cases, the criterion for the quality of transformation
of elements of a discrete-continuous signal into a discrete one is
the maximum absolute error of changing the duration of an ele-
ment of the original signal A, or the maximum value of the rela-
tive error, calculated by the formula:

8 = A 100%
Trnin (1)

According to the introduced estimate of the quality of the
conversion of a continuous-discrete signal into a discrete one, the
minimum coding rate (R ) will be determined by the epsilon
entropy of the source H(e <4, ), when the relative error of
displaying the elements of the anisochronous signal does not

exceed o, -

As already noted, the best method for pairing anisochronous
signal with a discrete channel was the “sliding index with con-
firmation” method, in which the encoding rate was close to the
theoretical limit. However, it turned out that this method is char-
acterized by the error propagation process arising from errors in
the discrete channel. In this case, the intensity of this process was
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also determined by the method of encoding (comparing) the ele-
ments of the original continuous-discrete (anisochronous) signal
by means of discrete signal symbols transmitted over a discrete
channel.

Consider examples of these processes in the diagrams shown
in Figure 4 (a, b, ¢, d, e, f, g, h).

In the method of "sliding index with confirmation”, each
edge in a continuous-discrete signal (we will call a front any
transition in an anisochronous signal from state 1 to state 0 and
vice versa) is displayed by a code combination of a discrete sig-
nal, consisting of the so-called start symbol A, indicating the
value of the element of the original signal, the refinement sym-
bols B, B,,..., B, and the confirmation symbols C, the value of

which coincides with the value of the previous start symbol and,
therefore, with the value of the transmitted element of the origi-
nal discrete-continuous signal.

Let us consider in more detail the transmission of elements of
a continuous-discrete signal through a discrete channel using the
example shown in Figure 3, when the number of refinement

symbols is equal to two. The start character A is used to denote
the fact of the appearance of an edge in the input signal shown in
diagram (a). Diagram (b) shows the clock sequence of the dis-
crete channel symbols, the values of which are changed accord-
ing to the "sliding index with acknowledgment” method. The
start symbol A is followed by two refinement symbols B, B, ,

with the help of which the part of the clock interval in which the
leading edge of the anisochronous signal element falls [21].

Since there are two damping symbols in this example, the
clock interval can be divided into 4 zones, numbered 1, 2, 3, 4,
assigning each corresponding code symbol value. Moreover, the
assignment of the values of the qualifying symbols can be differ-
ent for the case when the start symbol is 1, or when the start
symbol is 0.
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Figure 4. Method of "moving index with confirmation™



COMMUNICATIONS

The number of different variants of methods for setting the
values of the clarifying symbols encoding the corresponding
zones is obviously equal to:

But taking into account the fact that the encoding of the qual-
ifying symbols with the start symbol equal to 1 does not depend
on the encoding method with the start symbol equal to 0, formula
(2) takes the form [16]:

K=[(2)] @)

Applying this formula for the considered example, we find
that the number of different encoding options for two refinement
symbols is equal K =576

For example, let's choose two options shown in Table 1.

Table 1
Coding options
Option 1 Option 2
A=1|A=0 A=1|A=0

Zonel-By, B, 0,0 00 |Zonel-By, B, 11 0,0

Zone2-By,B, 1,0 10 |Zone2-B,,B, 01 1,0

Zone 3-By, B, 0,1 0,1 |Zone3-By B, 1,0 0,1

Zone4-By,B, 11 1,1 |Zone4-By B, 0,0 11

Note that the number of refinement characters determines the
precision with which the edge location between the clock inter-

val T, characters can be encoded. In the example under consid-
eration, the absolute error does not exceed the value

2 4 )

And each edge of the element of the original signal, thus, is
represented by three symbols of the codeword transmitted over
the discrete channel.

If a front does not appear in the original signal after the code
combination A, B, B,, then a confirmation symbol C is formed,

which coincides in sign with the previous symbol A. Further,
when a front appears, the combination A, B, B, will be formed

again. If there is no front, then the formation of confirmation

symbols C continues.

Diagrams (c) and (f) respectively show the encoded sequenc-
es for Option 1 and Option 2 from Table 1. Diagrams (d) and (g)
show the reconstructed original signals transmitted by the "slid-
ing index with confirmation" method using different variants of
coding zones with refinement symbols. Comparison shows their
complete coincidence [22].

However, if an error occurs due to the effect of interference,
then its consequences can be completely different.

Let us demonstrate this with an example where, due to noise,
an error occurs in the first start character A.

For variant 1, the code sequence A B,B,,C,AB,B,,AB,,..
will be perceived at the reception as C,C,C, A B,B,,AB,B,,....

Comparing these sequences, one can note the incipient process of
error multiplication, when, due to one error in a discrete channel,
several elements of the original signal will be incorrectly
restored. An example of this is the comparison of diagrams (d)
and (e).

For option 2, the same code sequence
AB,B, C,AB,B, AB,.. will be perceived at the reception

as C,A,B,,B,, A B,B,, A B,. This will distort one element of

the original signal, but there will be no multiplication of errors.
This is evidenced by the comparison of diagrams (g) and (h).

In [20, 21], studies of the noise immunity of the “sliding in-
dex with confirmation” method were carried out for all possible
methods of encoding the clarifying symbols with k=1 and
k =2, which corresponded to the cases of practical application
of this method.

Conclusion

Studies have shown that a rational choice can increase the
noise immunity by 2-3 times, depending on the acting noise, the

" ratios and the coding methods of the clarifying symbols. In
Z-min

this case, as noted, the conversion efficiency of a continuous-
discrete (anisochronous) signal into a discrete signal does not
change.

Optimization of the method of displaying the original signal
in the presence of interference allows you to obtain a noticeable
gain in noise immunity. At the same time, the coding rate re-
mains unchanged, which is an important and significant factor,
since the achieved positive effect can be obtained without any
additional costs that reduce the channel capacity.
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AHAJIN3 OCOBEHHOCTEN KOAUPOBAHUA COOBLLEHUN OT PA3JIM4YHbLIX NICTOYHUKOB

Kydpawoea AHacmacusa FOpbeeHa, Mockosckuii mexHudeckull yHusepcumem cesasu u uHgpopmamuku, Mockea, Poccus, asykka@bk.ru

AHHOTauuA

BranaHne ownbok Ha nckaxeHue CUrHaoB, NepeAaBaeMbiX U MPUHUMaEMbIX B pa3HbIX NPOCTPaHCTBaX, B 06IJJ,eM Ciyvae apnaetca I'IPOGJ'IGMOVI, KOTOpas eLue
He peweHa. C Ha4YasoM pacnpocTpaHeHus LMPPOBbIX CUCTEM MEPEAain BO3HWUKIA HEOOXOAMMOCTL COMPMKEHUA (COMNacoBaHUsA) pPasfinyHbIX LUbPOBbLIX
CUrHanos (I'IOTOKOB), I'IOPO)KAaeMbIX B COOTBETCTBUM C YaCTOTOM 3ajarowmx reHepaTopos OTAENbHbIX CUCTEM nepe,qa*wl U OKOHEYHbIX UCTOYHUKOB AOuUC-
KPeTHbIX curHanos. pun 3TOM, Kak Npasuno, 3T1 3aAatoLumne reHepaTopsl, paboTaroLe, B TOM YUCHE, C HOMUHANIBHO PaBHOM YacTOTOM, He Bbinn CUHXPO-
HU3UpOBaHbl MeXAay coboit. B pesynbTate 3TOro B CUily peanbHO UMEIOLLEHCA HeCTABUIbHOCTM HacTOT 3a/JaloLLIMX FEeHEpPaTOPOB, BO3HUKANM HapacTaioLLme
¢a3osb|e pacxoXxaeHus, KoTopble Haao 6bino KOMMNEeHCUpoeBaThb. B ussectHOM iuTepatype uccnenoBaHbl YacTHbie CiyYau aHanmsa U onTMMusalmm MeToaoB
OTOGPa)KeHVIﬂ UCXOAHOro curHana npu ero I'IPeO6PaBOBaHVIﬂX B rpovecce nepefayin o1 UCTOYHUKA K NoJTyHaTento U HeT o6u.|,e17| TEOopuU nccneoBaHuA AaH-
HOW NpobneMbl, TeMaTMKa AAHHOTO UCCIe0BaHMe NMPUBOAUTCA B CTaTbe. B cTaThe nccnesyerca BO3MOXHOCTL ONTMMMU3ALMM BbIGOpa COBMAZAOLLIMX KOAO-
BbIX KOMOMHALMI NPU CPaBHEHUMN 3IEMEHTOB UCXOZHOIO CUrHasa C ero oTobpaxeHWeM nNpu NpeobpasoBaHUM CUFHAMIOB U3 OJHOrO MPOCTPAHCTBA B JIpyroe.
Onwcan MeTog onpesenerns 3hheKTMBHOCTM Mpeobpa3oBaHNs CUTHANOB M3 OAHOrO MPOCTPaHCTB2 B APYroe.

Knioueeblie cnoea: koduposaHue ucxo0Ho20 coobueHus, npeobpazosaHue Mempu4eckozo npocmpaHcmea, cucmema nepedadu coobuieHud,
U30XPOHHbIE CUZHASIbI, ACUHXPOHHBIE CUZHASIbI, CUHXPOHHBIU Uucbposol mpakm.
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