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With the development of information technologies the popularity of access control sys-
tems and personal identification systems is growing. One of the most common methods
of access control is biometric identification. Biometric identification is more reliable
than traditional identification methods, such as login/password, card, PIN-code, etc. In
recent years, special attention has been paid to biometric identification based on facial
recognition in access control systems, due to sufficient accuracy, scalability and a wide
range of applications: face recognition of intruders in public places, providing access con-
trol, etc. The purpose of this article is to design the architecture of the subsystem
"ldentifier" in the hardware-software complex face recognition. In article methods and
models for recognition of the face on the image and in video stream are considered. As
a base method the deep neural network is chosen, the basic advantages and lacks of the
chosen approach are considered. Special attention is paid to the description of archi-
tecture and scenario of work of subsystem "ldentifier" of neural network identification
software and hardware complex, which implements face recognition in real time from
the incoming video stream of IP and USB cameras. Improvements of the traditional
algorithm of face recognition using the k-neighbor method are described in detail. The
results of the conducted experiments including the influence of head rotation angle on
the accuracy of identification are given, and conclusions about the applicability of this
method in security systems are made. On the basis of carried out researches the soft-
ware and hardware complex of biometric identification on the basis of neural network
recognition of faces, for the subsequent integration into the security system of the
Moscow Technical University of Communications and Informatics (MTUCI) is created.
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I. INTRODUCTION

Modern biometric identification systems are designed to
work under rather difficult conditions. The number of objects per
unit of time to be identified is measured in tens and hundreds,
and the cost of computing resources and information storage
facilities, depending on the type of biometric data used, can be
very significant. That's why the choice of identification methods
and the task of designing an optimal system architecture is an
extremely important and urgent task.

The task of biometric identification of a person can be solved
in several ways. For identification can be used a number of static
and dynamic characteristics such as: papillary finger pattern,
hand geometry, iris, face geometry (2D and 3D), vein pattern,
handwriting, silhouette, gait, voice.

The number of video surveillance systems in public places is
constantly increasing. Maintenance of video surveillance systems
is expensive and requires significant labor costs, due to the need
to analyze the video by people, with human capacity to quickly
process large amounts of information is limited. The shift to vid-
eo analytics with neural network face recognition reduces the
cost of maintaining these systems, and allows for operations such
as detection, tracking and identification in real time. All this has
led to the development of methods for effective biometric identi-
fication of people using video and photo images, with the vast
majority of methods focused on facial recognition.

Biometric identification is the presentation by a user of his or
her unique biometric parameter and the process of comparing it
with a database.

Video analytics is a technology that uses computer vision
methods to automatically obtain various data based on the analy-
sis of the sequence of images coming from video cameras in real
time or from archive records. Video analytics allows to help a
person or replace him, in cases of multilateral analysis of the
situation and significantly reduces the negative impact of human
factor.

The world's largest companies are developing their own
software solutions that implement face recognition functionality
in photos and video streaming. Such giants as Amazon (USA),
Facebook (USA), Apple (USA), as well as start-ups NTechLab
(Russia), Macroscope (Russia) have implemented intelligent
analysis of video stream and offer the market ready-made com-
petitive solutions.

Face recognition system operation includes several stages:
face detection, alignment, localization, normalization, facial fea-
tures selection and matching.

For several years, the MTUCI Department «Intelligent sys-
tems in control and automation» has been working on the use of
artificial intelligence in various fields. In particular, neural net-
works and associated methods were used in the development of
Smart City and Industry 4.0 tools [1], forecasting the state of
hydraulic systems [2], analysis of environmental pollution [3],
imitation and recognition of sign language [4, 5, 6], prediction of
the likelihood of bronchial asthma [7].

In Moscow Technical University of Communications and In-
formatics (MTUCI) in the framework of the grant "Development
of a software complex of biometric identification based on face
recognition for the security system of the university with the use
of neural network methods and modern software solutions™ was
developed a prototype of software-hardware complex of bio-

metric identification (SHC BI) using modern methods of com-
puter vision and neural network methods of face recognition with
the possibility of subsequent integration into the security system
of the university. The created prototype of SHC BI allows to
provide on the territory of the university (for any set of premises)
access control and monitoring of movement of people.

Il. METHODS AND MODELS OF NEURAL NETWORKS USED
FOR FACE IDENTIFICATION

There are various methods for face recognition: the method
of deep comparison on graphs, deep neural networks, hidden
Markov models, methods of the main components, etc. Nowa-
days deep neural networks are the most widespread for face
recognition because of less computational complexity of recogni-
tion procedure, higher accuracy of algorithms and absence of
necessity to select parameters for each data set [8]. Neural net-
work models are constantly being developed and upgraded, and
the probability of error in these models is significantly reduced
when recognizing the frontal face on a still image.

The largest companies in the world are developing their own
neural network architectures. Companies such as Facebook
(USA), Microsoft (USA) have implemented neural networks that
identify people on test data sets with great accuracy. The main
neural network architectures used for face recognition in images
are discussed below. Deep neural networks have a drawback; the
degree of model accuracy depends on the number of images-
views in the database used for training. Training sets are publicly
available, have poor markup and are poorly structured. These
networks have been selected because of the open access architec-
tures and pre-trained models.

A convolution neural network is a type of neural network ar-
chitecture in which at least one layer is a convolution layer. Usu-
ally a convolution neural network consists of combinations of
convolution, fully connected and pooling layers [9, 10]. The
convolution layer at the input takes a brightness matrix of the
image characteristics, and with the help of the convolution core
(a matrix smaller than the input matrix and having weight coeffi-
cients that are set during training) it passes along the input matrix
summing up the elements of two matrices. The result of the con-
volution is transferred to the activation function, which generates
and transmits the output nonlinear value. The pooling layer im-
plements the compaction of the output matrix of the convolution
layer by applying the maximum or average value over the com-
bined area. A fully connected layer is a layer where each node
connects to each node in a subsequent layer.

DeepFace [11] is a deep neural network with over 120 mil-
lion parameters. This algorithm uses several locally linked layers
without weight distribution, rather than standard convolution
layers. DeepFace uses the ReLU activation function expressed
by a formula:

f(X):{X,X>0 (1)
0.01x,0< x

where X is the input value.

DeepFace uses image pre-processing: changing the angle of
the face so that the face is facing the camera. The DeepFace net-
work uses 2D and 3D normalization. Normalized feature vector,
which is similar to Local Binary Patterns (LBP). LBP is an effi-
cient operator that represents each pixel of an image as a binary
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number depending on the intensity of neighboring image pixels.
Linear SVM applied to element vectors is used to select
weighting parameters.

The method of reference vectors (SVM) refers to linear quali-
fiers. The main idea of the algorithm is to build a decisive
boundary by drawing a straight line through the middle of a
segment connecting the mass centers of positive and negative
examples.

At the input, the neural network receives a face image with
the size of 152 by 152 pixels. The network has two convolution
layers with 32 and 16 filters of 11 x 11 x 3 and 9 x 9 x 16, a
pulling layer that takes a maximum of more than 3 x 3 spatial
neighborhoods in steps 2, separately for each channel. The pull-
ing layer is a non-linear compaction of the feature matrix. Sub-
sequent layers are linked locally, like a convolution layer, they
apply a filter set, but each area in the feature map uses a different
filter set. The output of the first fully linked layer is used as a
vector feature of the facial representation.

DeeplD [12] refers to a type of convolution neural networks,
which by means of a set of high-level representations of objects,
called hidden identification functions, is used to identify a per-
son. DeeplD contains four convolution layers with a pooling, for
hierarchical extraction of objects, followed by a fully linked DeeplD
layer and an output layer using softmax activation function, indicat-
ing the identity class is mathematically described by (2).

X

e’
2

where o(x;) ~ output value of the layer, e — neuron of a softmax

@

o(x;)=

group, i — class number.
The convolution operation is expressed by as:

yio :max(o’bi(r)+zkii(r) *Xi(r)J (3)

where x' —i-th input Signature Map, y’- i-th exit sign map.
Input data are 39 x 31 x k for rectangular images and 31 x 31 x k
for square images, where k = 3 for color images and k = 1 for
gray images.
FaceNet [13] does not use 2D and 3D alignment as opposed
to DeepFace. FaceNet uses a special loss function called
TripletLoss.

N
Loss = ZU
i-1

where 2~ anchor encoding; f - encoding of similar faces
(positive); f,"—encoding of dissimilar faces (negative); a — con-
stant.

It minimizes the distance between a set of features and imag-
es that contain similar looks, and maximizes the distance be-
tween images that contain different looks.

The FaceNet architecture is based on the Zeiler&Fergus
model [14], this model is a convolution neural network with al-
ternating convolution layers, layers of nonlinear activation of
ReLU (1), local normalization and pooling layers. FaceNet uses
additional layers of 1x1xd convolution. This network uses mixed
layers that combine several different convolution and pooling
layers in parallel and combine their responses.

-1

fia _f0
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FaceNet directly explores the comparison of facial images
with compact Euclidean space, where distances correspond to the
similarity of the face.

FACE IMAGE

3x3 conv, 256, /2

'\

Y

Figure 1. An example network architecture for Microsoft ResNet
with 34 layers (3.6 billion FLOP)

3x3 conv, 512

avg pool

Microsoft ResNet [15] is a neural network implementing the
residual learning method. This neural network is built on the
basis of VGG Net neural network.

In VGG Net network refused to use filters larger than 3 x 3, a
layer with a filter 7 x 7 is equivalent to three layers with filters
3 x 3, and in the latter case is used by 55% less parameters with
ReLU activation function (1). This network does not have the
best accuracy, but due to simplicity it is used in more complex
neural networks. Increasing the number of layers in a convolu-
tion neural network does not allow increasing accuracy. As the
number of layers increases, a convolution neural network may
begin to degrade — Its accuracy decreases on the validation set.
Since the accuracy also decreases on the validation set, we can
conclude that the problem is not in retraining the network.

ResNet has suggested that if the convolution neural network
has reached its accuracy limit on some layer, all subsequent lay-
ers will have to degenerate into an identical transformation, but
because of the difficulty of learning deep networks, this is not the
case. To improve network learning, it has been suggested that we
introduce Shortcut Connections. The Shortcut Connections layer
allows you to skip the signal further without changes.
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The Shortcut Connections layer is mathematically described
in (5).

y=F(x{W3})+x (5)

where X, y — input and output vectors of the layer, F(x,{W})-

function of residual display.

This architecture allows you to make a deeper neural network
that will not degrade. Figure 1 shows the Microsoft ResNet
architecture.

In the works of the authors [11][12][13][15] testing was car-
ried out on the publicly available test data sets for facial identifi-
cation (Label Faces in the Wild [16], YouTube Faces Database
[17]) presented in Table 1. LFW is a data set that contains 13000
facial images. Each face is marked with the name of the person
depicted. LFM contains data from 1680 classes. YTF is a data set
that contains 3425 videos of 1595 different people. On average,
there are 2.15 videos for each class.

To evaluate the quality of ID training, the metric accuracy
was used - the proportion of sampling for which the ID made the
right decision. Accuracy is considered by the formula:

TP+TN (6)
TP+FP+FN+TN

Accuracy, =

where Accuracy, — class c-validity; TN-true-negative solution;

TP-true-positive solution; FP-false positive solution; FN-false-
negative solution.
Table 1

Comparison of facial identification algorithms

Algorithm name LFW (Label Facesin | YTF (YouTube Faces
the Wild) [9] Database) [10]
DeepFace 91,4%
DeeplD R
DeeplD2 93,2%
FaceNet 99,63% 95,1%
Microsoft ResNet 99,88% -

The U.S. National Institute of Standards and Technology
(NIST) publishes monthly reports on neural network tests for
face recognition [18]. NIST measures the accuracy, speed,
memory capacity of automatic face recognition technologies
used in a wide range of civil, law enforcement, and domestic
applications. At present, the NEC-2 algorithm [19] shows the
smallest error in facial identification. In Japan, NEC created the
NEC-2 algorithm in 2018. NEC-2 uses technology to highlight
the most characteristic facial points, which provides a higher
level of human identification and learning with memory organi-
zation. With the help of memory organization, the algorithm al-
lows to accelerate the updating of scales of stochastic gradient
descent to the whole network. This algorithm is closed. The
NEC-2 algorithm has a false identification probability of 0.26%
when searching in a database of 640,000 patterns and only 0.31%
when searching in a database of 12 million patterns.

The algorithms considered fall behind the described algo-
rithm NEC-2, but this algorithm is closed, which does not allow
us to use it when designing the identification subsystem. After
studying the available algorithms and test results, to solve the

task, we chose a neural network with Microsoft resNet architec-
ture pre-trained on a large data set.

I11. HARDWARE AND SOFTWARE COMPLEX
FOR BIOMETRIC IDENTIFICATION

SHC of biometric identification [23] using neural network
face recognition is the server software presented in Figure 2,
which consists of a subsystem of face detection, identification
subsystem, database (database) and web interface. The system
software is implemented on the Python 3 platform. For realiza-
tion libraries dlib [20], scikit-learn [21], opencv [22] were used.

Security System Application Server Database Server
CcCTvV Subsystem Database File manager
"Detector” N
p\“ Subsystem %

"Tdentifier"
Subsystem

"Databass and fils

manager”

Figure 2. Biometric identification hardware-software complex
architecture [23]

The system consists of the following subsystems:
video surveillance system;

the "Detector" subsystem;

subsystem "ldentifier";

subsystem "Database and file manager";
database;

o file storage.

SHC bhiometric identification was designed for integration in-
to the university security system, which requires significant
computing power on computing machines (CM). The architec-
ture of the complex biometric identification allows you to run
subsystems on different computers, distributing the load from the
VM, which reduces the functional requirements for the perfor-
mance of the VM.

IV. «IDENTIFIER» SUBSYSTEM

The subsystem "ldentifier" realizes reception of the image
with the detectable person, repeated detection of faces of "small"
images for neutralization of error of detection and neural net-
work identification of the person on a face.

The diagram of classes of the subsystem "Identifier" is shown
in figure 3:

e  main — the main class in which there is an initiation of
initial parameters and classes, as well as the launch of the sub-
system itself;

e  TrainModel — the class conducting training of the classi-
fier;

e  FaceRecognition — the class, which implements the re-
peated detection and identification by means of the previously
trained model;

e  ReTrain — the class, implements the retraining of the
classifier, if there are new data.
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e  Logger — the class, records all the data generated by the
subsystem.

Logger

+ loggerFormat: String

+__init__: String

FaceRecognition !_’—l
+logger: Logger main
+1{rain: model
+face: ndarray + logger: Logger

+ faceRecognition: FaceRecognition
— |+ trainModel TrainModel

+distance_treshold: int

+reTrain; ReTrain
+ predict(): array —
+ reDetect(): array +main():
+__imit__

il L

TrainModel

ReTrain

+logger; Logger
+n_neighbors: int
+verbose: boolsan

+logger: Logger

+n_neighbors: int + path: string
+verbose: boolean »— + TrainModel: model
+ path: string

+ reTrain(). model
+ frain(): model +_init__
+__init__

Figure 3. The diagram of classes of the subsystem "ldentifier"

SHC BI has a microservice architecture, the subsystem "lden-
tifier" is a microservice. The use of microservice architecture
simplifies project scalability and development. Each subsystem
is considered a separate unrelated program and can be modified
depending on the goals and objectives.

e  Scenario of work of the subsystem "ldentifier":

e  The Identifier waits for the message from the subsystem
"Detector”. The message contains: bit array, which represents the
image, time of detecting, unique identifier of image, unique iden-
tifier of camera.

e  After receiving the message, in order to neutralize the
detection error, the face on the image is re-detected using the
directional gradient histogram (HOG) [24].

e  The detected face is transferred to the input of the iden-
tification function. This function searches for 128 key points on
the face.

Biometric identification consists in finding of euclidean
distance between vectors of key points. With the help of the Eu-
clidean metric of distance between vectors and on its basis refers
the face to one of the specified classes. The Euclidean distance is
calculated by the formula:

d (X1 Y) = Zin:l(xi - Yi)2 (7)

where x, y — face descriptors (key points),
space.

The model with resNet architecture is implemented in dlib li-
braries and used to calculate facial features vectors. In the facial
feature vector 128 key points are used. Key points represent
normalized numbers from -1 to 1 which characterize features of a
face. Figure 4 shows the content of one of the composed vectors
of facial features.

n — dimension of
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[-0.12616129 0.00791075 0.02922434 -0.06563014
-0.03997219 -0.02698989 -0.07678688 0.1261778
0.26403227 0.02185132 -0.23205237 -0.04792541
0.15406483 -0.08407264 -0.13449208 -0.0907556 -0.09695972
0.10336196 0.01695136 -0.04402567 0.07327586 -0.21195126
-0.2377865 -0.12497076 -0.05062533 0.03289974 -0.02835255
0.01159448 0.01666744 -0.133228 -0.04311804 0.07258895
0.07394607 -0.06391457 -0.07646051 0.16769679 -0.00151986
-0.18195102 0.0316122 0.05988811 0.23168679 0.17555423
0.06508835 0.0909338 -0.06405875 0.02826674 -0.29183176
0.10869311 0.15089822

-0.19860986 -0.00483399 0.26444244 -0.2909506 0.15632941
0.05403928 -0.11835575 -0.04728038 -0.06832737 0.1933302
0.18850563 -0.21718842 -0.11698081 0.23235707 -0.18203288
-0.08930888 -0.01170634 -0.15678045 -0.26796865 -0.36144692
0.07562776 0.41509724 0.17437397 -0.22592078  0.00610069
0.00445438 0.05961983 0.0363998 0.09337185 -0.06003059
-0.14371039 -0.08897015 -0.02648188 0.19062081 0.01273332
-0.00051378 0.25421643 0.04770367 -0.03287114 0.02315203
0.13193734 -0.08855681 -0.08092593 -0.06442997 0.02985705
-0.08262224 -0.13092032 0.0301197 0.15032028 -0.14215843
0.2182014  -0.03664138 -0.03492382 -0.08867846 0.04167698
-0.07619464 -0.06421942 0.12646358 -0.21660684 0.18788326
0.25281885 0.08210047 0.18551196 0.07995273 0.11073787
0.04247311 -0.00351085 -0.19471884 -0.08157935 -0.03292821
-0.1122886 0.04450573 0.11372029]

-0.12112911
-0.07740152
0.03580608

Figure 4. Composition of facial features vector

The use of SHC in the university's security system provides
for a large database of students, and the university has dozens of
entry points, so the system must be able to handle a large data
stream from all cameras. Because of the described requirements
to HAC in the university security system classical methods are
not applicable, the speed and accuracy of identification is im-
portant. To increase the speed and accuracy of identification in
the implemented system the classifier of k-neighbors, imple-
mented in Sklearn library, is used. K-neighbourhood is a metric
algorithm used for classification and regression. The object is
assigned a class that is most common among its k neighbors.

On the basis of testing, a neural network with Microsoft
resNet architecture, pre-trained on a large data set, was chosen to
solve this problem.

When teaching the classifiers, the method of teaching "with
the teacher" is used. When teaching "with teacher" there are ob-
jects (data) and true answer (data type). During classification it is
necessary to restore general dependence on object-response
pairs, build algorithm, which will predict answers by objects. To
determine the responses by objects in training, the characteristic
description of objects (attributes) is set.

The application of the classifier allows comparing the key
points of the test image with several images from the database,
which increases the time required for database iteration during
identification and improves the accuracy of identification by
using weighted voting. At the weighted voting the neighbors who
have the minimum euclidean distance are defined and by means
of quantity and distance the relation to a class is defined.
The votes are determined by the following (8):

votes(class) = Zn: e (i(Y ) (8)
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where d?(Xy,) — quare of the distance from the known record Y,

to new X, n — number of known class records, class — name of the
class.

The knn classifier first learns on a set of marked (known)
faces, and then predicts a person on an unknown image. Having
found k most similar faces (focusing on euclidean distance of
key points of a face) in a training set and having made compari-
son on the basis of "voices" with faces by means of function
kneighbors received from a video stream, the given algorithm
predicts the person. This algorithm allows using several photos
for training.

Before the system starts working, the knn classifier on the
training dataset is trained, which is stored locally on the server.

To determine the optimal identification threshold (distance
euclidean) was tested at different values of distance euclidean.
Figure 5 shows a graph showing the dependence of identification
accuracy on the distance euclidean.

Accuracy at Different Euclidian Distances

0.8

0.6

0.4 0.43872

04 0.5 0.6 0.7

Figure 5. Diagram of the dependence of identification accuracy
on the Euclidean distance

As a result of testing, it was found that the euclidean distance
0.6 is the optimal value for identification.

Table 2 shows the response format of the "ldentifier" subsys-
tem that contains the identification results.

Table 2
Subsystem output format identifier
Field name Type Example
id Stri c073832e08214867af912hc9
datetime 2019-11-30 12-30-04
camld 1
prediction String Zharov
Conclusion

In the article the analysis of methods and models of applica-
tion of neural networks for face recognition on the image is con-
ducted. The architecture of the neural network identification sub-
system "ldentifier" in the hardware-software complex on the
basis of computer vision is designed, which provides accelerated
recognition of faces from a video stream due to the integration of
methods of re-detection of “small" images, neural network mod-
eling and kNN.

The UML class diagram and the script of the "Identifier” sub-
system operation are given. According to the test results, the
accuracy of recognition subsystem operation on the test data set
for the metric "accuracy" is 0.99159.
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AHHOTaUuuA

C pasButreM MHGOPMALMOHHBIX TEXHOMOIUI PacTeT NOMyNAPHOCTb CUCTEM KOHTPOJIA JOCTYMNa U CUCTEM MAeHTUbUKaLmMn nuuHocTn. Op-
HUM M3 PacrpOCTPaHEHHbIX CMOCOBOB KOHTPOJIA AOCTyNa ABNAeTcA GuoMeTpuyeckas uaeHTMdKKauma. bruometpuyeckas naeHTUdUKaLma
ABnAeTcA boniee HafeXKHOM, YeM TPAAULIMOHHbIE CNOCOObl MAEHTUDUKALMK, TaK1e Kak JloruH/mapons, kapTa, MH-kog u ap. B nocnea-
HUWe roabl ocoboe BHUMaHWe yaenseTca bMoMeTpuyeckon UAEHTUDUKALMM HAa OCHOBE PacMoO3HaBaHWA JIUL, B CUCTEMAX KOHTPONA JOCTy-
Ma u3-3a BbICOKOW TOYHOCTM, BO3MOXXHOCTEN MaCLUTAaBUPOBaHMA U LUMPOKON OBNAcTU NMPUMEHEHMUA: pacno3HaBaHWe NNL 3/10yMbILLIEHHU-
KOB B ODLLIECTBEHHBIX MecTax, obecreyeHne KOHTpONA ynpasnieHusa gocTyna u Ap. Llenbio gaHHoM cTatby sBnseTca npoeKTMpoBaHUe ap-
XUTEKTYpbI noacucTeMbl "MaeHTduKaTop" B nporpaMMHO-annapaTHOM KOMMJIEKCe pacrno3HaBaHus nuu,. PaccMatpueatotes MeTogp! M Mo-
[enn AnA pacrnosHaBaHUA Nvua Ha M3obpaxxeHUM U B BuAeonoToke. B kayectBe 6asoBoro MeTopaa BbiGpaHa HelpoHHas ceTb Mly6okoro
0byy4eHus, pacCMOTpeHbl OCHOBHbIE JOCTOMHCTBA U HEAOCTATKU BbIOpaHHOro nogxoaa. Ocoboe BHMMaHME yeNeHO OMUCAHUIO apXUTEK-
TYpbl U cLeHapus paboTbl nogcuctembl "MaeHTndunkatop” nporpaMMHO-annapaTHOro KOMMIeKca HeMpOCeTeBON MAEHTUdMUKALMK, peani-
3ylolLeli pacrosHaBaHue NUL, B peaslbHOM BpeMeHu ¢ Bxogsllero euaeonotoka IP u USB kamep. Moapo6Ho onucaHbl ynyylleHus Tpagu-
LIMOHHOrO aNropMTMa pacro3HaBaHWA ML, C MOMOLLbIO MeToaa k-6nvkaiiumx cocefeit. MpuBefeHbl pe3ynbTaTbl NPOBEAEHHbIX KCMEpU-
MEHTOB, BKJIIOYAIOLLME BIUAHME Yr/ia MOBOPOTA rOJIOBbl HAa TOYHOCTb MAEHTUDUKALMK, CAeNaHbl BbIBOZAbLI O MPUMEHMMOCTU JaHHOTO Me-
ToAa B cucTeMax 6esonacHocTu. Ha ocHoBe npoBefieHHbIX MCCNeJOBaHUIA CO3/aeTcA MPOrpaMMHO-anmnapaTHbI KOMMieke bruoMeTpuyec-
KON MAEHTUDUKALIMM Ha OCHOBE HEMpPOCETEBOrO pacrno3HaBaHWUA MWL, ANA BO3MOXHOM MOC/eAytoLIei MHTerpaLmmu B cucteMy 6esonacHo-
ct1 Mockosckoro TexHuyeckoro Yhusepcuteta Ceazu u Mndopmatuku (MTYCH).

Knioueesbie cnoea: udenmucpukauua no nuuy, buomempuyeckas udeHmuukauus, Helipocemegoe MoOdeslUpo8aHUe, HEUPOHHAA cemb,
Microsoft ResNet, memod kNN, cucmema 6uomempuyeckol udeHmucpukauuu, cucmembl KoHmposa docmyna.
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