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In article discusses the problem of rational distribution of costs among the forces and
means ensuring the preservation of the stability of the communication system. In the
given task values of probability of reduction of stability of communication system and
intensity of its recovery are determined. The article specifies the limitations of the task,
as well as the stages of implementation. In the work, the function of costs for ensuring
preservation of the required stability and the required intensity of its restoration is jus-
tified with determination of values and detection of trends of cost change at change of
values of indicators of probability of reduction of stability of the communication system
and intensity of its restoration. In the resulting result, the total cost of keeping the
object alive is determined by the dependency resulting from the calculations. Areas of
permissible values of variables of probability of reduction of stability of communication
system and intensity of its recovery are determined. In the given task the algorithm of
numerical method is defined, the result of which was formation of areas of permissible
values of probability of reduction of stability of communication system and intensity of
its restoration. The article described in detail the method of cost minimization, which
was to determine the procedure of finding the required values, at which costs are min-
imized according to the task. Examples of determination of costs for object survival,
required minimum values of survival function are given. The figures calculated in the
computer program were tabulated. Dependencies were determined from the resulting
values in the table. Based on the obtained schedules of cost dependence on survival, the
corresponding conclusions were drawn.
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1. Formulating the task

In the process of providing necessary sustainability for com-
munication systems a task of reasonable expenditure distribution
between sustainability providing means occurs. Indeed, a com-
plex of expensive measures is necessary (such as extra service,
increased protection etc) to reduce the probability of communica-
tion system falter, depending on its peculiarities [1]. However,
even with high expenditures the chance of the system becoming
non-sustainable can remain high, thus not meeting the necessary
requirements. At the same time, if some part of the expenses is
spent on operational sustainability restoring, this probability can
be maintained at the necessary level.

Thus, we face an alternative: which part of expenses is to be
spent on reducing sustainability decrease probability, and which
part is to be spent on providing its restoring, so that the total ex-
penditures are minimized, considering the given sustainability
requirements.

The task can be formulated as follows. Such values of the
probability of communication system sustainability decrease P
and its restoring intensity 2" are to be defined, so that the small-
est value of sustainability function ¢n(P, £) is no less than the
required (¢mr,) the value of total expenses C(P, x) being mini-
mal, i. e.

C(P", 1) = minp,, [Cz(P) + Cy(W)], Pm(P-1) > Py (1)
0<P<1,u>0

where C,(P) and C,(x) are expenses for maintaining the required
sustainability and the necessary intensity of its restoring respec-
tively.

This task is a non-linear programming task [2] and has the
following constraints and specific features:

No uniquely determined functions C,(P) u C,(x), whose fea-
sibility requires extra apriori data for correlation of expenses to P
and u values;

Analytical expressions for the sustainability function (P,
), particularly for the large number of attacks, are quite compli-
cated, thus, using those expressions explicitly is impractical;

Determination and analysis of the allowed set of values P and
4, meeting inequations @n(P, £) = @my, 0 <P <1, 4> 0, deals
with working out new effective algorithms and computer pro-
grams

Taking into account these features, the procedure of working
out an acceptable method for solving the task includes the fol-
lowing stages:

Reasoning the general approach to formulating functions (P)
and C,(x) based on the analysis of resources spent for providing
communication system sustainability;

Formulating and analysis of the allowed set of values D for
variables P and g, limited by the function gn(P, ) = @,

Choosing the most effective method of solving the non-linear
programming task, taking into account the peculiarities of the
objective function C(P", x) and constraints;

Working out the algorithm and computer programs for the
method and its efficiency and accuracy evaluation;

Method probation for the particular example of determining
reasonable expenses, providing the required workability of the
communication system.

Methods of solving such a task were examined in detail in
[3-6] applicable to certain communication systems and satellite
guidance systems. The article demonstrates the results of the
analysis and generalization of these methods for their prospective
use in reasoning communication system sustainability require-
ments.

2. Expense function

Feasibility of functions C,(P) and C,(z) is connected with de-
termining their allowed set of values and finding the tendency of
expense changes with P and g value changes.

Obviously, whatever great expenses, sustainability P = 0
cannot be provided by a complex attack on the system. Therefore
C,(P = 0) — oo. At the same time, there is a tendency of rapid
expense growth with P, value, close to 0. It can also be suggested
that with no expenses and rejecting sustainability maintaining
activities probability will be close to one, which means C,(P = 1)
= 0. However, the rate of expense change with P, values close to
one remains very low. Such extreme values and tendencies of
expense change correspond to the following logarithmic func-
tion:

Cy(P) = - k,InP 2

where k, is the protection rate taking into account expense change
per InP; «—» sign used because of InP < 0.

One of the possible variations of C,(P) function graph is il-
lustrated in figure 1a.

Intensity 4 is a value, reciprocal to the average time of com-
munication system element m,, restoring i. e. # = 1/m,. Deter-
mining correlation between restoring expenses and restoring
time, the following algorithm can be suggested. Suppose an ob-
ject includes n damaged blocks (details, aggregates etc). The
average restoring time for each block equals m. Staff is orga-
nized for restoring operations with necessary equipment, organi-
zational expenses equaling Cs. The staff can restore blocks one
after another. Therefore, total object restoring time equals m, =
nm, and restoring expenses equal C, = Cs.

C.P)A Cu) 4

A J

0 1P 0 u
a) b)

Fig. 1. Expense correlation with P and x values

Suppose we now organize two staff units, organizing expens-
es equaling C, = 2Cs. These units can simultaneously restore
two blocks, total restoring time reducing by half and equaling
m. = 2”'nm 5. Organizing three units of staff, we have the follow-
ing data:
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C,=3Cs, m, =3 nmy.
Organizing n units of staff
C,=nCsand m,=nnms = my.

As a result, the product C,m, will be a constant value, provided
average values 5, Cs and n remain fixed, i.e. Cym,=nCsm g = K.

Thus, according to the current research scheme, we have C,
reciprocally dependent on m, C = k,/m_.. If we now replace m,
with 1/, we find the expense dependence on restoring intensity:

Ck(ﬂo = kwu 3)

where k, is the restoring rate or expense change per z.

One of the possible C,(x) function graphs is illustrated in
Figure 1b.

As a result, total expenses for providing object viability can
be determined by the following formula:

C(P, ) = kyu = k;InP %)

3. Determination algorithm for the set of allowed values

Formulating set D of allowed values for variables P and g,
limited by the correlation gn(P, ) = @y, is only possible with
using numerical methods due to implicit assignment of the tran-
scendental function ¢n,(P, #). Numerical method’s general algo-
rithm includes the following stages:

1.1 roducing the given data: 1 — enemy’s attack intensity, n
— upposed number of attacks, @, — Vviability function minimal
required value.

2. signing a cycle formulating values P;. Normally P is
formulated with an accuracy within 1%, i. e. P =0,01; 0,02; ... ; 1.

3. Assigning the cycl to formulate values 4 = 0,01; 0,02; ...;
Hmax, Where gmax choice is based on experience. Normally
10 < pimax < 30.

4. As gning the cycle to formulate values t, = 0; 0,1; 0,2;...;
tmax, Where tyax choice is based on the supposed duration of the
warfare or object functioning.

5. D ermining balues of the function ¢(Pi, 4, t, 4, n) with
the use of the following correlations [140]:

o, 1) =1 —PFy; F1 = A(u—-2)" (™ —e™);
¢(t,2) =1 -P[Fi + (1 -P)F] - P* Fy;

o(t, 3) =1 —P[F, + (1 -P)F, + (1 —P)*F3] —P’[F, +
+2(1 —P) Fs] — —P°F,

where ¢(t, n) — is object viability function for n enemy’s attacks;
F; — expressions determined by the resultants of the function of
time distribution probability between attacks F(t) and restoring
time G(t).

6. omparing values ¢(P;, 14, t) for fixed P;, 44 and the vari-
able t,. Determining function ¢n(P;, £4) minimal value.

7. ormulating remainders Aj = |@m(Pi, £4) — @mrp| With fixed
Pi and variable 2. Finding the remainder A;, corresponding to the
inequation A; < 0,001. This inequation provides high precision of
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the numerical method, i. e. Corresponding of @u(Pi, £4) O @y
within 0,1%.

8. xing P; and g4 corresponding to the remainder
A; <0, 001, and formulating the set of values P; and the set of
corresponding values 4, with @n(Pi, £4) = @mp Within a given
accuracy.

9. Filling in the table with the set of values P; and z4 and
building 2 = f(P) function graph at (P, £) = @y

In figure 3.2 allowed sets of values D are illustrated, limited
by functions ¢n(P, ) =0,9,atn=1,2,3; A=1,and linesP =0
and P = 1. The shaded D area is that limited by the function at
n=3.
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Fig. 2. Formulating sets of allowed values P and
pat g, =0,9; A=1andn=1,2,3

The graphs show that sets D of allowed values for variables P
and g, restrained by (1), are convex. For any poin A(P’, /) lying
within these sets of values, there is a point B(P*, «*) at the bor-
der of the areas @n(P, ) = @my for which C(P*, 1*) << <<
C(P', #/). Indeed, if any point A(P', /) is taken (see figure 3.2),
it always corresponds to a certain point B(P*, x*), for which z*
< 4/ at P* = P'. Since the expense function (3.4) is proportional
to values P and u, C(P*, x*) < C(P', x/). Based on that, a con-
clusion can be drawn that the expense function minimum accord-
ing to the mission assigned is to be sought at the lower limit of D
set of values, thus the inequation (1) can be replaced with the
equation @n(P, ) = @myp.

Figure 3 illustrates other variants of allowed sets of values
limited by the functions ¢,(P, ) =0,9,atn=1and 1=1, 2, 3.

The shaded area D is limited by the function at 4 = 3. Similar
arguments are applicable for finding the expense function mini-
mum at the lower limit of the D area.

4.  thod of expense minimization
The results achieved determine the procedure of finding the

required values P* and w*, for which expenses are minimal ac-
cording to the assigned task (1).
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To achieve the claimed goal, any of the suggested methods of
non-linear programing task solving with non-linear function and
limitations can be chosen [7-8]. However, taking into considera-
tion the small amount of variables (only two), the method of tar-
geted search can be used for the solution [9].

The method is the following:

Based on the given data A, n 1 @, the set of allowed values
D is determined for variables P and y;

A growing expense succession is formulated C;, i =0, 1, 2, ...,
starting with the minimal possible value Co; A; = Ci.q — Cj is cho-
sen according to the required precision of calculating;

Coefficients k, u k, are given and values P; u z,corresponding
to the following equations are determined succeedingly:

kv/,li — kzlnPi =G i= 0,12,...;

acquired values P; u 44 are compared to the values of P and u
coordinates for the point of the lower limit in the set of values D
within the required precision.

At a certain n comparison level (i = n) tangency point is de-
termined B(P*, x*) for the curve ¢n(P, 1) = ¢ and the curve
C(P, ) = C,, whose coordinates P" and z" determine the re-
quired solution.

Figure 3.4 demonstrates a variant of such graphic solution of
the task for the following data: A =1;n=1; @ny, ==0,9; k, = 1;
k,=2.

Tangency point for the curve determined by the equation
3,385 = u + 2InP, has the following coordinates P* ~ 0,3; x* ~ 1.
Consequently, minimal expenses Cp, for providing object via-
bility for the value of 3,385 cost units, the recommended protec-
tion expenses being C, = 2,385 cost units.

Compared to the graphic method, the numerical method gives
more precise results [10]. For example, for the data given above,
we acquire the following results P* = 0,29; ¢* ~ 0,94, Cpin =
3,41,C,=0,94,C,=2,47.

Fig. 4. Possible graphic solution of the task

5. xpense determining examples and results

The suggested method allows to achieve practical suggestions
in rational resource distribution while providing the required
communication system viability [11]. However, for the results to
be trustworthy, the following steps are required.

Firstly, reasoning and applying the method of foreseeing pos-
sible consequences of enemy’s attack on the communication
system to determine the number of attacks, time intervals and
object destruction probability.

Secondly, specifying the dependence (1) of total viability
providing expenditures on its restoring possibility and
protectability, based on reviewing statistics [12]. Both coefficient
values k, and k,, and the type of functions used are to be consid-
ered.

Example 1. Let us determine minimal costs of communica-
tion system viability providing for the following given data:

Attack intensity4 = 1[1/day], i. e. an average of one attack a
day is expected; expected number of attacks n = 3;

The required minimal value of the viability function
omp = 0,9, 1. e.accurate communication system functioning prob-
ability for the whole period of warfare is required to be no less
than 0,9;

k, = 2 min roubles per restoring intensity unit x is given for
restoring the object viability, i. e., to provide x = 1[1/day] or
m, = 1 day2 min roubles is required., for u = 2[l/cyday]
or m,=12h 4 min roubles is required etc;

k, = 3 min roubles per negative unit InP is given for provid-
ing protection, i. e., for providing InP = -1 or P ~ 0,37 3 min
roubles is required, for InP = -2 or P ~ 0,136 min roubles is re-
quired., finally, to provide practically absolute protection, where
InP =-10 and P ~ 0,000045, 30 min roubles is required

For solving the task we shall use the computer program (see
part 3.6), which after input of all the given data gives the follow-
ing results * = 1,08 ~ 1[1/day]; P* = =0,17; Cpin = 7,47 min
roubles.
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Thus, to provide the required viability it is enough to spend
7,47 min roubles and restoring activities should be organized
ensuring restoring intensity 1,08[1/day] or average restoring time
m,~ 1 day, and attack intensity 0,17, which leads to the follow-
ing expenditure decrease: restoring expenditure — 2, 16 min rou-
bles., protection expenditure — 5,31 min roubles

Graphic solution of the task is illustrated in figure 5.

Based on the graph built we have the following approximate
results:

u* ~ 1[1/day] u P* = 0,17

which mostly correspond to the data described above.

71,47 =2u+3InP

0 o1 02 03 04 05 06 07 08 09 1

Fig. 5. Graphical solution for example 1

Example 2. Enemy attack intensity 4 = 1, expected number
of attacks n = 3, principal expenses k, = 2, k, = 3. The task is to
find the dependence of communication system viability provid-
ing expense from the required maximal viability function value.

Let us set the required minimal values for viability function
omp = 0;0,1;0,2; ...; 0,9; 0,91; ...; 0,99; 1. For each value we
use a computer program (see part 6) to fins the minimal required
expense. Table 1 gives the calculation results.

Table 1
Expense calculation results

Fmrg) 0 07 0203 04 05 068 07 08 03 090 082 093 034 0% 0% 097 0% 098 1
G0 02 04 0% 122 19 20 404 56 75 78 81 65 8% 94 1% 106 1% 135 bec.
Co| 0 02 046078 122 13|20 2% 222 003 204 006 2% 226 208 2% 0% 136 105 2%
Caf 0 0 00 0 0 077 184 33 527 566 586 &2b 685 715 77 B3 431 1125 Bewx
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Line 1 includes values Fpy, = @y, line 2 shows total expense
values C for providing viability, line 3 shows restoring expense
values C, = C,, line 4 shows object protection values C, = C,

Based on the acquired results, dependence graphs C(@m),
Co(@mp) 1 Copmyp) are built, shown in figure 6.

C(%TPJJL

15 I
|

14 |
|

13 1
iH :
1 1
|

10 I
8 1
|

8 |
|

7 1
1

’ (@) !
5 I
|

4 C 1
(@Prp) |

3 I
1

T / [Clgn) :

0 01 02 03 04 05 06 07 08 09

Fig. 6. Dependence of cost on viability

Analysis of these graphs demonstrates that since low re-
quirements are set for communication system viability, where
omp < 0,5, it is only feasible to spend resources on communica-
tion system restoring. Meanwhile, protection costs equal 0, and
as additional calculations show, object destruction probability
pP=1

If higher viability requirements are claimed, where
®mrp > 0,5, system protection costs C,(@m,) are growing steadily,
whereas restoring costs C,(¢m.,) are stabilized and this value
becomes constant whatever viability requirements are.

Thus, based on the calculations the following conclusion can
be made: to minimize total expense in conditions of increasingly
high viability requirements, rational constant system restoring
expenses are to be determined and the reasons for increasing
protection expense graph are to be provided.
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AHHOTaUuuNA

PaccMoTpeHa 3aAa4a pauMoHanbHOro pacrpeenieHus 3aTpaT Mexay CUnaMu U CpeAcTBaMu, obecneymBatoLLMMU COXPAHEHNE YCTOMYUBO-
CTU cucTeMbl cBA3U. B mocTaBneHHoM 3apa4e onpeaensatoTca 3Ha4eHUA BEPOATHOCTU CHWKEHUsA YCTOMHUBOCTU CUCTEMbI CBA3U U MHTEHCUB-
HOCTU ee BOCCTaHOBJEHUA. B cTaTbe yKkasaHbl OrpaHMYeHUsA MOCTAaBIEHHOM 3aJayu, TaKkxKe yKkasaHbl 3Tanbl peanusaumu. B paborte obocHo-
BaHa pyHKLMA 3aTpaT Ha obecneyeHne coxXpaHeHWs TpebyeMoil YCTOMYMBOCTU U HEOBXOAMMON UHTEHCUBHOCTU €€ BOCCTAHOBJIEHUA C ON-
pefeneHeM 3HaYeHUM U BbIABIEHWEM TEHAEHLMIA U3MEHEHWA 3aTpaT MPU U3MEHEHUW 3HAYEHWI MoKasaTeneil BEPOATHOCTU CHUXKEHUA yC-
TOMYMBOCTU CUCTEMbI CBA3U U MHTEHCMBHOCTU €€ BOCCTaHOBJMEeHUs. B nonyyeHHOM pesynbrate cyMMapHble 3aTpaTbl Ha obecrneyeHue xu-
By4YeCTU 0BbeKTa onpezerieHbl 3aBUCMMOCTbIO, MOMyYEHHOM B pe3ynbTate Bblducnenui. OnpefeneHbl 061acTy 4OMYCTUMbIX 3HA4YEHUIA ne-
PEMEHHbIX BEPOATHOCTU CHWKEHUA YCTOMYMBOCTM CUCTEMbI CBA3M U MHTEHCUBHOCTU €e BOCCTaHOBMeHusA. B nocTaBneHHol 3apade onpefe-
JIEH a/IrOPUTM YMCIIEHHOTO METOZa, Pe3y/bTaTOM KOTOpOro 6bino GpopMUpoBaHMe obnacTein AONyCTUMbIX 3HAHYEHUN BEPOATHOCTU CHIUXKE-
HUsA YCTOMYMBOCTU CUCTEMbI CBA3U U MHTEHCUBHOCTU €€ BOCCTaHOBEeHUsA. [1oApo6HO pacKpbIT METOA MUHMMM3ALMKU 3aTpaT, KOTOPbIM 3a-
KntoYasncs B onpeAenieHMn npoledypy novcka TpebyeMbix 3Ha4eHUM, NMpU KOTOPbIX MUHUMU3UPYHOTCA 3aTpaThl B COOTBETCTBUM C MOCTaB-
neHHou 3apavent. [puBefeHbl NpUMepbl onpedeneHns 3aTpat Ha obecneyeHmne XuByHecTu obbekTa, TpebyeMoro HauMeHbLLEro 3Ha4YeHus
dyHKuMM xmBydecTu. Mokasatenu, paccunTaHHble B KOMMbIOTEPHOW NporpamMMe, 6binu cBedeHbl B Tabnuuy. o pesynbrataM nosy4eHHbIX
3Ha4eHui B Tabnuue Gbinv onpeaeneHbl 3aBUCMMOCTU. [1o nosyyeHHbIM rpadukaM 3aBUCUMOCTU CTOMMOCTU OT XKMBYYeCTH, Bbinn caena-
Hbl COOTBETCTBYIOLLME BbIBOABI.

Knio4yesble croea: ycmoliqueocms cucmembl C8A3U, XKugy4ecmb 06beKMAa cUCMeMmbl C8sA3U, 3d8UCUMOCMb 3ampam, UHMEHCUSHOCMb
60CCMAHOB/IEHUSA, A/I20PUMM YUC/IEHHO20 Memodd, pyHKUUA 3ampam.
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