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The European Telecommunications Standards Institute
(ETSI) recommends that IP-telephony networks be divided
into four classes according to the quality of service (quality
of network services) QoS, the main indicator of which is
packet delay (Y.1541). ITU-T Recommendation G.I14 for
public switched telephone networks provides delays close
to ETSI gradations that correspond to different types of
communication. The quality of the service from the user's
point of view can be expressed by a set of indicators. These
metrics are described in terms that are understandable to
both the user and the service, and are independent of the
network structure. Quality of service indicators are focused
primarily on the effect perceived by the user, must be guar-
anteed to the user by the service and be objectively meas-
ured at the point of access to the service (ITU-T
Recommendation 1.350). ITU-T Recommendation E.862
provides possible approaches to accounting for the eco-
nomic losses of the operator (in planning, design, operation
and telecommunication network) and the user associated
with technical failures. Operators of networks, working in
market conditions, are interested in assessing possible loss-
es due to failures and in comparing them with the costs of
increasing the reliability of their funds.
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The quality of network services (QoS — Quality of Ser-
vice) on the recommendation of ITU-T E800-user of a telecom-
munication network is not interested in the structural network
and how it provides the necessary service. The user evaluates the
quality of this service, comparing it with the quality of similar
services. ITU-T Recommendation E800 defines the quality of
service of network services as the total effect of the characteris-
tics of the service, which determines the degree of user satisfac-
tion with the service. ”

The quality of network services on the Internet of Things
(QoS — Quality of Service) according to ITU-T recommenda-
tions —Y2066 and Y2068- It is recommended to maintain based,
periodic and automatic communication modes between devices
or [oT users while maintaining network performance. Communi-
cation device support is required to meet automatic communica-
tion requirements.

The European Telecommunications Standards Institute
(ETSI) recommends that IP-telephony networks be divided into
four classes according to the quality of service (quality of net-
work services) QoS, the main indicator of which is packet delay
(Y.1541). ITU-T Recommendation G.114 for public switched
telephone networks provides delays close to ETSI gradations that
correspond to different types of communication.

Table 1

Network classes for quality of service ITU-T latency
recommendations are mapped to ETSI QoS classes.

Classes Best H Medium Lower
of Networks
by Quality
of Service
ETSI | <150ms | < 250ms | <350ms | < 400 ms
Latency
ITU-T | <150ms | <260ms | <400ms | < 400ms

For each class of quality networks, ETSI provides the follow-
ing subjective assessment of speech quality:

Best — equivalent or better than the public switched telephone
network (PSTN) with the G.711 codec.

High — equivalent to a PSTN with a G.726 codec (32 kbit / s)
or good quality GSM cellular communication with an EFR codec
of increased reliability (12.2 kbit / s).

Medium — equivalent to GSM cellular communications with
RF codec (13 kbit / s).

Lower- involves the use of VoIP on the Internet.

Table 2 shows the estimates of the MOS method for the qual-
ity of perception.

Table 2
Estimates of the MOS method

Assessment Q lity Level distortions
5 Beautiful Not felt
4 Good Perceptible but not irritating
3 Satisfactory Perceptible and somewhat annoying
2 Insufficient Annoying but not protesting
1 Bad Very annoying and provoking
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In the NGN concept, recommendations on the quality of ser-
vice for various services were further developed. Recommenda-
tion Y .1541 gives the upper bounds for the network characteris-
tics of the QoS classes to which NGN services are assigned
(Table 3).

Table 3
Upper bounds for QoS network performance
Classes QoS
Network
specifications Classes | Kimace | Kimace | Kirace | Kirace | Kimace
0 1 2 3 4 5
IPTD (Average Packet
Delivery Delay) 100mc [400Mmc| 100mc | 400mc | 1c -
IPDV (packet delivery
delay variation) 50 mMc |50 mc - - - -
IPLR
(Packet Loss Ratio) 1x107 -
IPER
(Packet Error Rate) 1x10™ -

Recommendation Y .1541 establishes the following corre-
spondence between quality of service classes and applications:

Class 0 — real-time applications that are sensitive to jitter ,
characterized by a high level of interactivity ( VoIP , video con-
ferencing);

Class 1 — real-time, interactive, jitter-sensitive applications
(VoIP, video conferencing);

Class 2 — data transactions characterized by a high level of
interactivity (for example, signaling);

Class 3 — data transactions, interactive;

Class 4 — applications that are sensitive to the loss of infor-
mation during its transmission over the network (short transac-
tions, data arrays, streaming video);

Class 5 — Traditional use of IP networks with default trans-
mission characteristics

Designations: IPTD — IP Packet Transfer Delay;

IPDV — IP Packet Delay Variation;
IPLR — IP Packet Loss Ratio;
IPER — IP Packet Error Rate.

Recommendation Y.1541 provides specifications for a set of
parameters that are related to measuring the real values of net-
work characteristics — observation period, test packet length,
number of packets, etc. In particular, when assessing the quality
of transmission of voice packets in IP telephony, the minimum
observation interval should be on the order of 1-20 with a typical
transmission rate of 50 packets per second. The recommended
measurement interval for delay, jitter and loss should be at least
60 s.

Assessment of the quality of service of message flows

on the MCC link

Real-time traffic in the MSS is close to the traffic of circuit-
switched networks, and classical methods of teletraffic theory are
well suited for analyzing the quality indicators of its service.
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As the main characteristic of the quality of service, the prob-
ability of blocking the establishment of a connection is taken
when, due to the lack of free resources of the network link, the
access control mechanism does not allow starting the transmis-
sion of messages.

Let the MCC link receive n real-time streams. Let us denote
the speeds of the incoming flows through vl1, v2, ..., vn, and the
speed of the communication line at the network link through G.
Let us call the unit of the channel resource the greatest common
divisor (GCD) of these speeds

e = GCD (v1,v2,...,vn,G).

As a result, the integer representation of the speed of the
communication line on the network link has the formv = G /e
channel units, and the integer requirement for the service rate for
the k-th stream will have the form b, = v, /e, k=1, 2, ..., n,
channel units.

Example.

Let the line with a speed of C = 10 Mbit/s receive a stream of
voice messages at a rate of vl = 25 kbit/s (G.723.1 codec) and a
stream of videoconferencing messages at a rate of v2 = 100 kbit/s.

e = gcd (25,100,10,000) = 25.

GCD- Greatest Common Diviso

v = (10,000) / 25 = 400 units,
25 25

b, = == 1channel unit, b, = — = 4 channel units. Thus,
25 25

out of 400 channel units of a communication line, each voice
message occupies 1 channel unit for service, and each videocon-
ference message occupies 4 channel units.

The quality of telephony systems is influenced by three
main parameters of the communication channel:

1) atency. When transmitting voice or video, there are cer-
tain requirements for the maximum allowable delay. Various
studies show that for a normal dialogue it is necessary that the
“double delay” in voice transmission does not exceed 250-300 ms
(delay budget). When this threshold is exceeded, participants
begin to experience discomfort and seek to end the conversation.
Thus, for conducting a comfortable conversation, the one-way
delay should not exceed 150 ms (channel delay + codec algo-
rithmic delay), which coincides with the ITU-T G.114 recom-
mendation. To reduce the delay introduced by the network, you
must use QoS (QualityofService).

2) Jitter . Ethernet is a packet-switched network. In general,
this means that packets may not be received by the client in the
order in which they were sent to it (different routes may be used
to deliver packets). To solve this problem, a special "jitterbuffer"
(smoothing buffer) is used. The purpose of this buffer is to pre-
accumulate packets before transmitting them to the decoder. The
jitter buffer also introduces some delay in the voice transmission
process, so it is desirable to use a jitter buffer of such a size that,
on the one hand, ensures acceptable speech quality, and on the
other hand, minimizes the total budget of the two-way delay to
300 ms.

3) P ket loss. As you know, Ethernet networks allow packet
loss. The effect of packet loss on speech quality is determined by
the size of the packet, as well as the speech compression algo-
rithm used. Voice information is more resistant to the loss of

single packets. In any case, according to the ITU-T recommenda-
tion, no more than 1% of packets are allowed for the normal op-
eration of IP-telephony systems, otherwise the degradation of
speech quality will be noticeable. To improve the quality in the
conditions of busy networks, you can use QoS or, if the packets
are lost due to the nature of the network itself, then to improve
the quality, you can use a more noise-resistant codec or reduce
the size of the encoded frame. Consider separately the codecs for
voice, video and data. Let's start by looking at the types of co-
decs for voice [5].

Data transfer rates

Table 4
Data transfer rates
Services Coding technol- | Transmission
ogy speed
Telephony (very high ITU-T G.711 64 kbit/s
quality).

Speech | Telephony (high quality). |ITU-T G.729 8 kbit/s
Telephony (quality from |ITU-T G.723.1 |5.3/6.4 kbit/s
high to satisfactory).

Streaming audio. MP3 32-320 kbit/s

Audio

Data | Music CD CD-DA 1441 kbit/s
Music CD MPEG FFT 192-256 kbit/s
High quality audio MPEG FFT 384 kbit/s
recording.

Video conferencing. ITU-T H.261 100 kbit/s

Video . . .

data Video streaming MPEG-4 to 10 mbit/s
Traditional tv MPEG-2 2-4 mbit/s
Digital television ITU-T BT.601 166 mbit/s
Professional quality
DVD format for DVDs MPEG-2 3-6 mbit/s
High Definition HDTV MPEG-2 25-34 Mbit/s

FFT is the fast Fourier transform.

The table shows that the most resource-intensive services are
the transfer of video data. So, when providing telephony services
to the MCC, the G.709 codec is usually used with a speed of 8
kbit/s, the provision of on-demand audio services is usually pro-
vided from 256 to 384 kbit/s, and for high-definition television
when transmitting a compressed signal, it is necessary speed of
the order of 30 Mbit/s.

The provision of these services varies significantly in the du-
ration of the occupation of the transport resource. So, a telephone
conversation on average can last from 2 to 25 minutes, while the
duration of watching a TV channel lies in the range from
10 minutes to 3 hours.

The growth in the volume of television traffic is facilitated by
the explosive growth in the speed of cellular mobile communica-
tion network technologies. According to forecasts in 2020, it is
expected to begin commercial use of 5G (speed up to 1 Gbit/s).
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The growth of video data traffic is facilitated by the mass intro-
duction of multicast technology on MCC networks with the abil-
ity to transfer dozens of video streams corresponding to various
television channels to large groups of subscribers at a speed of
2-4 Mbit / s for traditional television and 25-34 Mbit/s for high-
definition television (English High Definitio Television, HDTV).

The need to control traffic flows in a multiservice communi-
cation network has led to the emergence of a new direction in the
theory of teletraffic, which is called Traffic Engineering (TE).
Traffic engineering is a complex of interconnected methods and
mechanisms that allows the operator to optimize the throughput
of communication networks. Briefly outline the goals of traffic
engineering, this is the ability to direct information flows to
where there is a resource for their maintenance.

This solves three groups of problems:

1. The first group of tasks is measuring the characteristics
of information flows, processing measurement results, distrib-
uting traffic by directions, analyzing the parameters of the most
popular communication applications; assessment of the speed of
receipt and processing of information, etc.

2. The second group of tasks is the execution of actions for
the formalized description of information flows.

3. The third group of tasks is modeling the process of re-
ceiving and servicing information flows. Based on the data of
statistical observations, dependencies are derived that allow find-
ing the characteristics of the user service quality using the values
of flow parameters and information about the network topology.

Recommendations for the use of traffic engineering functions
are formulated in RFC-2702 and RFC-3209.Ethernet framing
sequence for transmitting voice messages over a packet-switched
network.

Let's consider the principles of converting voice messages in-
to data packets using the example of VoIP —Voice over IP tech-
nology. Conversion of analog signals to digital and their restora-
tion from continuous digital stream to analog signals is per-
formed using codecs either in digital telephones or in access
gateways to which analog lines are connected.

This problem was solved even during the creation of the first
digital transmission systems using codecs built according to ITU-
T Rec. G.711. The method of pulse-code modulation (PCM) is
used for coding. This codec is distinguished by its simplicity of
implementation and high quality of speech transmission, which
leads to its widespread use in VoIP technology. The disad-
vantage of G.711 codecs is the high bit rate (64 kbps).

When using PCM, the analog signal values are sampled
every 125 ps, i.e. after 125 pus, one data byte is written to the
packet. When transmitting voice messages, 80 or 160 bytes are
usually placed in one packet. At 80 samples, the packetization
delay will be 125 ps X 80 = 10 ms, and at 160 samples - 20 ms.

When forming an audio frame, 54 bytes of the address infor-
mation of the protocols (Table 3) of the transport, network and
data link layers of the Reference Model for Open Systems Inter-
connection (EMVOS) are added to 80 (160) bytes. The desire to
reduce the bit rate and ensure high quality messaging has led to
the development of a whole series of other codecs. The parame-
ters of some of them are given in table 5.
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Table 5
Protocols Layers Amount of data, bytes
7. Cust speech
G.711 6.Re esentations 80 (160)
H.323 / SIP 5. Sessi 80 (160)
RTP / UDP 4. ansport 12 + 8 + 80 (160)
P 3. Netwo 20+ 12 + 8 + 80 (160)
Ethernet 2.Cha el 14 +20+ 12 + 8 + 80 (160)
Stream bit 1. ysical 134 (214)

Legend: RTP — Real-time Transport Protocol; UDP — User
Datagram Protocol; IP — Internet Protocol.

Table 6
Parameters of some codecs
Codec | Codec | Speech Ethernet Packet Quality
type speed, frame frame speed, | Assessment
kbps,V | size, bytes | length, kbps Vkp
kk bytes
G.711 64 80 (160) | 134 (214) 107,2 4,4
(85.6)
G.729a 8 20 74 29.6 4,0
G.726 40 94 75.2 4,3
G.723.1 8 25 79 253 3,9

Redundancy factors of the G.711 codec (the ratio of the
Ethernet frame length to the length of the speech frame):
K rf Redundancy factors Vkp Packet speed Vkk Codec speed

To the G.711 K y61"” = % = 1,676; (1)
To the G.711 K ¢ g %%=22 = 1,338. ©)

160

Required speeds in a packet network, taking into account the
transfer of address information:

Vipo.r"” = viw 711 K o' = 64%1,676 = 107,2 kbit/s; (3)
Vioo 711™"= vic 6.7 K opa ™" = 64*%1,338 = 85,6 kbit/s.  (4)

In the implementation of packet switching technology, a de-
lay is incorporated, the value of which is the sum of delays dur-
ing encoding, during packetization and during transmission over
the network.

Due to the headers of the EMVOC levels, the frame length
increases, and, consequently, the required transmission rate.

Statement of the problem

Let the MCC link receive n streams of requests for the alloca-
tion of a channel resource for servicing real-time traffic streams.
The arrival of claims of the kth flow obeys Poisson's law with
intensity,, where k = 1,2,...,n. Let v be the speed of the
communication link of the MCC link, expressed in units of the
channel resource, b, — the number of units of the channel re-
source of the line required to service one claim of the kth flow,

(ﬁ)f the average duration of the occupation of the channel

resource for its service.
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We will assume that the durations of occupying the channel Conclusion
resource for servicing claims have an exponential distribution
and do not depend on each other and on input flows. The MCC For each of the n streams, the problem of estimating the pro-
link model is shown in Fig. 1. portion of lost claims will be solved, and we will also find the

average value of the number of channel units of the line resource

Characteristics of T . busy in servicing. The means for calculating the Qos indicators
the receipt of rans'fer resource of Dlstlnct_lve i X 8 X N . !

applications the line in channel properties will be effective. All calculations will discuss in more detail the

e ways of solving the formulated problem on the next chapter.
o Traffic type
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AHHOTauuA

KauecTBo ycnyrn ¢ TOUKM 3peHuUs Momnb3oBaTens MOXeT ObiTb BbIPaXKEHO COBOKYMHOCTbIO MOKasaTeniei. DT MoKasaTesin OMNUChIBAOTCA B
TEpPMUHAX, MOHATHbIX KaK MOJb30BaTeNtO, Tak U CNy>xbe, U He 3aBUCAT OT CTPYKTypbl ceTu. [okasatenn Ka4yecTsa yciyrn OpUeHTUPOBaHbI
Mo mpeuMyLLiecTBy Ha 3¢pdeKT, BOCMPUHMMAEMbIN MONb30BaTeNeM, 4OMKHbI GbiTh FapaHTUPOBaHbI MOJb30OBATENIO CIYXKGOM U NoAAaBaTb-
cA 06BLEKTUBHOMY M3MepeHuto B Touke gocTtyna k ycnyre (Pekomengaumsa ITU-T 1.350). B Pekomengaumum ITU-T E.862 npueeaeHbl Bo3-
MO>XHbIE MOAXOAbl K YHeTy SKOHOMUYECKMUX MOTepb onepatopa (Mpy MnaHMpOBaHMM, MPOEKTUPOBAHWUM, SKCMITyaTaLymn U CETU SMIEKTPOCBA-
31) W MONb30BaTENsA, CBA3AHHBLIX C OTKa3aMu TexHU4ecknx cpefcts. Onepatopbl ceTell, paboTas B yCNIOBUAX PbIHKA, 3aMHTEPECOBaHbI B
oLieHKe BO3MOXHbIX MOTEPb M3-3a OTKA30B M B COMOCTABNEHUM UX C 3aTpaTaMW Ha MOBbILLIEHWE HAZEXHOCTU CBOUX CPEACTB.

Knio4yeeble cnoea: kauecmeo obC/yKusaHusA, ceAsb, 3adepxkka, )Kummep, nomepsa nakemos, mexHosnozusa nepedaqu 2onoca no [P,
cemb C KOMMymauuet nakemos, mesegudeHue 8bICOKOU YEeMKOCMuU.
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